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APPENDIX G

List of Symbols

aij Coefficient of jth basis func-
tion

aj Signal component output of
jth correlator

A Peak amplitude of a wave-
form

Ae Effective area (of an an-
tenna)

BL Single-sided loop bandwidth
c Speed of light � 3 × 108 m/s
C Channel capacity
C Electrical capacitance
C/kT° Ratio of average carrier

power to noise power spec-
tral density

d Distance
d0 Reference distance
df Free distance
dmin Minimum distance
D Delay time (of message)
D Redundancy of a language
D Decryption transformation
e The natural number 2.7183
e Error pattern vector
e(t) Error signal
e(X) Error pattern polynomial
E Encryption transformation
Ex Energy of waveform x(t)
E{X} Expected value of the ran-

dom variable X
EIRP Effective radiated power

with reference to an
isotropic source

Eb/J0 Ratio of bit energy to jam-
mer power spectral density

Eb/N0 Ratio of bit energy to noise
power spectral density

Ec/N0 Ratio of channel symbol en-
ergy to noise power spectral 
density

f Frequency (hertz)

fc Carrier-wave frequency
fm Maximum frequency
f0 Coherence bandwidth
fd Doppler frequency spread
fs Sampling frequency
fl Lower cutoff filter frequency
fu Upper cutoff filter frequency
F Noise figure
�{x} Fourier transform of the

function x(t)
�−1{X} Inverse Fourier transform of

the function X(f)
F Field
F* Finite field
g(t) Pseudorandom code func-

tion
g(t) Signal waveform (baseband)
g(X) Generator polynomial (for a

cyclic code)
G Antenna gain
G Coding gain
G Generator matrix (for a lin-

ear block code)
G Normalized total message

traffic
Gp Processing gain
Gx(f) Power spectral density of

waveform x(t)
h(t) Impulse response of a net-

work
hc(t) Channel impulse response
H Parity-check matrix for a

code
Hi The ith hypothesis
Hk Hadamard matrix
H(f) Frequency transfer function

of a network
H0(f) Optimum frequency transfer

function
H(X) Entropy of information

source X

H(X|Y)Conditional entropy (entropy
of X, given Y)

i(t) Electrical current waveform
I Electrical current
I0(x) Zero-order modified Bessel

function of the first kind
I(X) Self-information of informa-

tion source X
J Received average jammer

power
J0 Jammer power spectral den-

sity
J/S Ratio of received average

jammer power to average
signal power

k Number of bits per M-ary
signal set

k/n
Code rate (ratio of number
of data bits to total bits in
codeword)

K
Constraint length of a con-
volutional encoder

K
Key, dictating a specific en-
cryption or decryption trans-
formation

�
Number of quantization bits

�(dk)
Likelihood of data bit dk

L
Look-ahead length for con-
volutional feedback decod-
ing

L
Number of branch words in
sequence

L
Number of quantization lev-
els

L(dk)
Log-likelihood ratio of data
bit dk

Le

Extrinsic log-likelihood ratio

Ls

Free space path loss

Lo

Other losses

Lp

Path loss
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List of Symbols  App. G2

Lo Observation time
Lc Observation time for chan-

nel-induced ISI
LCISI Observation time for con-

trolled ISI
Lc Channel log-likelihood ratio
m Message vector
m(X) Message polynomial
mi Data bit
M Margin
M Waveform- or signal-set size
(n, k) Code designation by number

of total bits (n) and data bits
(k) in codeword

n̄ Average number of bits per
character

n0 Noise random variable out-
put of correlator at symbol
time t = T

n(t) Gaussian noise process
N Noise power
N Unicity distance
N0 Level of single-sided power

spectral density of white
noise

NSR Ratio of average noise power
to average signal power

pc Probability of channel sym-
bol error

pi parity bit
p(t) Instantaneous power
p(x) Probability density function

of a continuous random vari-
able

p(x|y) Probability density function
of x conditioned on y

P Parity array
PB Probability of bit error
PE Probability of symbol error
PFA Probability of false alarm
Pm Probability of miss
PM Probability of message or

block error
Pnd Probability of undetected

error
Pr/N0 Ratio of received average

signal power to noise power
spectral density

p(X) Remainder polynomial
P(X) Probability of a discrete ran-

dom variable
Px Average power in waveform

x(t)
q Quantization step size (quan-

tile interval)
q(X) Quotient polynomial
Q(x) Complementary error func-

tion (integral of the tail be-
yond x of the Gaussian
density function)

r Filter roll-off factor
r True rate of a language
r� Absolute rate of a language
r(t) Received signal waveform
R Data rate (bits/second)
R(�f) Spaced-frequency correla-

tion function

R(�t) Spaced-time correlation
function

Rc Code-bit rate or channel-bit
rate (code bits/second)

Rch Chip rate (chips/second)
Rs Symbol rate (symbols/sec-

ond)
Rx(�) Autocorrelation function of

waveform x(t)
� Electrical resistance
s(t) Signal waveform
ŝ(t) Estimate of signal waveform
S(v) Doppler power spectral den-

sity
S(τ) Multipath intensity profile
s Signal vector
sgn x Sign function of x
Sk State at time k
S Signal power
S Syndrome vector
SJR Ratio of average signal

power to average jammer
power

SNR Ratio of average signal
power to average noise
power

S/N Ratio of signal power to
noise power

S(f) Fourier transform of the
waveform s(t)

S(X) Syndrome polynomial
t Number of errors correctable

in an error-correcting code
t Independent time variable
t0 Time delay
t ij Amount of message traffic

from i to j
T Pulse width
T Symbol interval
T(D) Transfer function or generat-

ing function of convolutional
code

Tch Duration of a chip
Thop Duration of a hop
Ts Sampling interval
T° Temperature
T°A Antenna temperature
T°L Effective line temperature
Tm Multipath delay time (maxi-

mum)
T0 Coherence time
TIL Interleaver span
T°R Effective receiver tempera-
ture
T °S System temperature
Tacq Time to acquire
ui Code symbol
u(t) Unit step function
U Codeword vector
U(X) Codeword polynomial
v Relative velocity
v(t) Electrical voltage waveform
var (X) Variance of random variable

X
V Velocity 
w(t) Jammer waveform
W Bandwidth

Wf Filter bandwidth
WDSB Double-sideband bandwidth
WN Noise equivalent bandwidth
Wss Spread-spectrum bandwidth
z(t) Output of matched filter or

correlator
αk Forward state metric at time

k
�k Reverse state metric at time

k
Γ SNR averaged through the

“ups and downs” of fading
Γa State metric for state a
� threshold (decision) level
�0 Optimum threshold level
γ

U(m) Likelihood of codeword U(m)

� Fractional frequency drift
per day

�k Branch metric at time k
�mn Kronecker delta function
�(t) Impulse (Dirac delta) func-

tion
� Error
� Loop damping characteristic

(second-order loop)
� Antenna efficiency
�(t) Time-varying phase
�(�) Fourier transform of �(t)
� Boltzmann’s constant, 1.38 ×

10−23J/K
Λ(dk) Likelihood ratio of data bit

dk
� Joint probability
� Wavelength
� Packet arrival rate
� Pi, 3.14159
� Fraction of the frequency

band being jammed
� Fraction of the time the jam-

mer is “on”
� Normalized loop signal-to-

noise ratio
� Normalized message

throughput
� Number of erasures cor-

rectable in an error-correct-
ing code

� Time-correlation coefficient
�0 Value of � that maximizes bit

error probability (worst-case
jamming)

�τ rms delay spread 
�X Standard deviation of ran-

dom variable X
�2

X Variance of random variable
X

� Pulse width
� Time shift (independent vari-

able of the autocorrelation
function)

�j(t) Basis function
�x(f) Energy spectral density of

waveform x(t)
� Radian frequency (radians

per second)
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