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Introduction
Over the last decade, the Internet has grown from an interesting research project 
to a ubiquitous form of communication that has forever changed our world. 
E-mail, instant messaging, IP telephony, music and video on-demand, online 
banking, gaming, and travel planning are but a few of the many applications that 
have made many of our lives more convenient. In time, the Internet will eventually 
be available to everyone—and we can only guess what applications are to come. 
But whatever form the Internet takes, and whatever applications become available, 
there is an ever-increasing need for people to design, deploy, support, manage, 
teach, and sell these technologies.

The Cisco Press First-Step series is the starting point for understanding the basics 
of computer networking, and this book covers the concepts and protocols that 
enable the transfer of information from anywhere to anywhere using computer 
networks. No prior knowledge is assumed and each new concept is explained in 
understandable terms, allowing you to grasp the concepts without getting lost in 
the lingo. Of course, you will learn some of the lingo of the trade, but I assure you 
that it will be painless (mostly). The following description of the chapters in this 
book will give you an idea of what is in store for you:

■ Chapter 1, “Routing and Switching in Everyday Life”—Examines familiar 
systems, such as postal, highway, and phone, that route information similar 
to the Internet. These systems are used to present an understanding of the 
concepts and terminology of routing and switching. 

■ Chapter 2, “A16 B16 C16, As Easy As 012, 102, 112”—Covers number sys-
tems used by networking professionals. If you like numbers, this chapter 
should be fun. If you don’t like numbers, hopefully this chapter will change 
your mind. 

■ Chapter 3, “Internet Addressing and Routing”—Uses the concepts learned in 
the first two chapters to discuss the addressing scheme used in computer net-
works in detail. 
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■ Chapter 4, “Routing IP”—Introduces network routing, basic configuration 
of Cisco routers, and RIP, one of the first network routing protocols.

■ Chapter 5, “Cisco Interior Gateway Protocols”—Describes the basic concepts 
and configuration of the Cisco routing protocols: IGRP and EIGRP.

■ Chapter 6, “Open Shortest Path First—Better, Stronger, Faster”—Introduces 
OSPF, a popular standards-based routing protocol used in many networks. 
After reading this chapter, you will understand the concepts, operation, and 
configuration of OSPF.

■ Chapter 7, “Intermediate System-to-Intermediate System—Better, Stronger, 
Faster, and Scarier”—Describes IS-IS, which is similar to OSPF but has a 
few differences that tend to scare people away from using it. This chapter 
will remove the mystery and darkness that surrounds IS-IS.

■ Chapter 8, “Border Gateway Protocol—The Glue That Holds the Internet 
Together”—The routing protocols covered in Chapters 4 through 7 are used 
in the networks of companies, universities, government agencies, and so on. 
The Internet is what ties all these networks together, and BGP is the protocol 
that holds it all together.

■ Chapter 9, “Multicast—What the Post Office Can’t Do”—Presents the concepts 
and routing protocols used to simultaneously send information to more than 
one recipient, something the post office can’t do.

■ Appendix A, “Answers to Chapter Review Questions”—Each chapter ends 
with a “Chapter Review Questions” section that helps reinforce your under-
standing of the topics discussed. This appendix repeats the questions and 
provides the answers.

■ Glossary—Throughout this book many new terms will be introduced and 
defined. These new terms are all listed in the glossary for easy reference.
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Who Should Read This Book

This book, and this series, is for anyone interested in starting down the road of 
learning about the many facets of computer networking. The First-Step series can 
give you a solid foundation to forge ahead into any area of networking you find 
interesting. If you are in high school and are exploring possible career goals, if 
you are a college student and want to see if this field is something you might be 
interested in pursuing, if you are already working in another hi-tech field and are 
considering a career change, or if your company depends on computer networks 
but you only need to understand the basics for making the right business decisions, 
this book is for you.

If you are interested in checking out other books in the First-Step series, visit 
http://www.ciscopress.com/firststep for more information.

What You Will Find in This Book

This book includes several features to help ease the process of learning about 
routing:

■ Chapter objectives—Every chapter begins with a list of objectives that are 
addressed in the chapter. The objectives are revisited in the chapter summary.

■ Highlighted key terms and Glossary—Throughout this book, you will see 
terms formatted with bold and italic. These terms are particularly significant 
in routing. If you find that you aren’t familiar with the term or that you need 
a refresher, look up the term in the Glossary toward the end of the book to 
find a full definition.

■ Chapter summaries —Every chapter concludes with a comprehensive sum-
mary that reviews chapter objectives, ensuring complete coverage.

■ Chapter review questions—Every chapter concludes with review ques-
tions. These questions test the basic ideas and concepts covered in each 
chapter. You can find the answers to the questions in Appendix A.

http://www.ciscopress.com/firststep
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■ Examples—In networking, you will encounter router configurations and 
output. To help prepare you, this book provides basic configuration and out-
put examples that are thoroughly explained in the text and, when necessary, 
annotated.

The illustrations in this book use the following icons for networking devices:

PC Router Switch Network Cloud



What You Will Learn
After reading this chapter, you should be able to

✔ Understand the IP version 4 (IPv4) addressing protocol, and the simi-
larities to the addresses used in the postal delivery system

✔ Explain why hosts need two addresses, Ethernet and Internet, and 
how the Address Resolution Protocol (ARP) is used to determine the 
Ethernet address of a host given the host’s IP address

✔ Understand the TCP and UDP protocols, and how they are used to 
deliver data to a destination host

✔ Explain the TCP/IP layered model by comparing it to the layer model 
that was developed for the postal delivery system

✔ Differentiate between classful and classless IP addresses

✔ Learn how to subnet and summarize IP networks

✔ Learn how routers forward packets using the 
longest match operation

✔ Describe the IP version 6 (IPv6) 
addressing protocol



CHAPTER 3

Internet Addressing and 
Routing

In Chapter 1, you examined systems for delivering the mail, planning a road trip, 
and making telephone calls. Chapter 2 introduced the binary, octal, and hexadeci-
mal numbering systems. You need to understand how computers represent infor-
mation, and how you can move between number systems to represent binary 
numbers in a more readable form. In this chapter, the concepts from the first two 
chapters will be combined to understand the schemes that are necessary to create 
a scalable computer communication system — the Internet.

Internet Addressing
To begin our discussion on computer communication over a network, this section 
looks at the similarities between mail delivery between houses, and data delivery 
between computers. The endpoints in mail delivery are houses, and the endpoints 
between electronic data delivery are computers. Certainly there can be other end-
points in both systems. Letters can be delivered from a house to a business, from a 
business to a house, between two businesses, and so on. Electronic data delivery 
can be from a news service to your cell phone or personal data assistant (PDA), 
from your computer to your friend’s pager, from environmental sensors in a build-
ing to the heating and cooling control systems for that building, and so on. But to 
keep the discussion simple, it will suffice to concentrate on mail delivery between 
houses, and electronic data delivery between computers. The first analogy is that 
an endpoint in a mail delivery system, a house, is equivalent to the endpoint in a 
computer communication system, a PC. (See Figure 3-1.)
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Figure 3-1 Equivalent Endpoints in the Mail and Data 
Communication Systems

In the mail delivery system, the function of the post office is to deliver mail to a 
particular house. In the computer communication system, the function of the 
Internet is to deliver data to a particular PC. Yet, in both systems, the endpoint is 
not the ultimate destination. For mail, the ultimate recipient is a person. For data, 
the ultimate recipient is an application such as an e-mail program, a web browser, 
an audio or video program, an instant messaging program, or any number of won-
derful applications that exist today. (See Figure 3-2.)

Figure 3-2 Final Destinations in the Postal and Electronic Data 
Delivery Systems
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Computer
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Computer
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Although the ultimate recipient is a person or a software application, the responsi-
bility of the systems stops when the mail, or data, is delivered to the proper house, 
or computer. However, as part of the address, you still need the ultimate recipient; 
either a person or an application, even though this information is not used for 
delivery to an endpoint. The endpoint uses the name or application to enable 
delivery to the recipient.

Because the two systems are analogous, it is instructive to revisit the format of an 
address in the mail delivery system and see if you can use a similar format for 
electronic data delivery:

Name

Street Number, Street Name

City, State

Although there are five distinct pieces of information in the mail address (name, 
street number, street name, city, and state), you can consider an address to contain 
only four pieces of information. For endpoint delivery, you can ignore the name 
field. You are left with

Street Number

Street Name

City

State

The postal system routers (core, distribution, and access) use the state, city, and 
street names to deliver the mail from the source access post office to the destina-
tion access post office. The street number is not needed until the mail arrives at the 
access post office that is directly connected to the destination street. So, the 
address can be broken down into

State, City, Street Name

and

Street Number
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The state, city, and street name information enables the mail to get close to the 
destination (a particular street). The street number is used to deliver the mail to the 
proper house. What is the analogy in the computer world to houses on a street? 
Recall from Chapter 1 that a group of computers can directly communicate with 
each other through a switch residing on a local-area network (LAN). So a LAN is 
the computer equivalent to a street. (See Figure 3-3.)

Figure 3-3 LAN of Computers Is Similar to a Street of Houses

Chapter 1 also mentioned that computers have an address, and the most common 
technology used for computer communication is Ethernet. The sample Ethernet 
address that was presented in Chapter 1 was 00-03-47-92-9C-6F.

Before you learn more about Ethernet addresses, take the following quiz to make 
sure you understand the concepts described so far:

1. What number base is used to represent the Ethernet address?

Answer: Hexadecimal, because the symbols C and F are not used in the 
other number bases that we discussed. Computers compute using binary. 
The hexadecimal representation is for our benefit because it is easier to read 
and write.

2. How many bytes are in an Ethernet address?

Answer: Six. One hexadecimal digit contains 4 bits, or 1/2 bytes. Two 
hexadecimal digits contain 8 bits, or 1 byte. An Ethernet address contains 12 
hexadecimal digits or 6 bytes.

2 3 4

Local
Post

Office

� � � �

Ethernet
Switch

1
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3. How many bits are in an Ethernet Address?

Answer: 48 (8 bits per byte).

4. How many Ethernet addresses are possible?

Answer: 248 or 281 trillion, 474 billion, 976 million, 710 thousand, 6 hun-
dred fifty-six (281,474,976,710,656).

An Ethernet address is not a property of your PC. An Ethernet address is a prop-
erty of the Ethernet card, or built in Ethernet port in your PC. If you put a new 
Ethernet card in your PC, the Ethernet address of your PC changes.

By itself, an Ethernet address cannot deliver data between two endpoints on the 
Internet. The reason is that there is no structure to an Ethernet address. There are 
many manufacturers of Ethernet cards for computers, and each manufacturer is 
assigned a block of Ethernet address to use for their particular brand of card. 

An analogy would be to have 281,474,976,710,656 postal addresses that are sold 
in a local postal address store. Each local postal address store is given a block of 
numbers from the total range of numbers that are possible. A postal address is just 
a number between 0 and 281,474,976,710,655. When you build a house, you 
would go to the local postal address store and your house would be assigned one 
of the numbers that hasn’t yet been assigned. Everyone in your city would need to 
get a number assigned from the local postal address store. Because people will not 
be going to the store in any order, numbers will be assigned randomly throughout 
the city. The only way that these numbers can be used to deliver mail is if every 
post office at every level (core, distribution, and access) maintained a list of every 
number, and the route to reach that number. Therefore, every post office would 
need to maintain a list of 281,474,976,710,656 addresses and the route to get 
there. Obviously, this is not scalable. So in addition to an Ethernet address, you 
need another address that has a structure analogous to the structure of the postal 
address. What you need is an Internet addressing protocol.



68 Chapter 3: Internet Addressing and Routing

Internet Addressing Protocol
The Internet addressing protocol, or Internet Protocol (IP), is an additional 
addressing scheme. By following this protocol you can have an address with a 
structure that will allow you to build a scalable data communication system analo-
gous to the postal system. Because this discussion is about computers, you need to 
decide how many bits you need for an Internet address, and how many Internet 
addresses you need. Computers can easily work with byte size pieces of data, so 
the number of bits in the IP should be a multiple of 8 bits or 1 byte. How many IP 
addresses will you need? That is, and was, a difficult question. When the IP was 
developed more than 20 years ago, the PC was not common, and it was difficult to 
imagine the explosion that would take place in the number of computers used 
throughout the world.

If you placed yourself back in 1980, and had to determine the size, in bits, of an IP 
address, what would you have picked? You might have started by determining 
how many addresses are possible based on the number of bytes that are used. And 
you might have created a table similar to Table 3-1.

In 1980, there were more than 256 computers in use, so 1 byte would not be suffi-
cient. Two bytes would give us 65,280 more addresses, but the number is still not 
sufficient. Although 3 bytes allow more than 16 million addresses, you know that 

Table 3-1 Number of IP Addresses Versus Number of Bytes

Number of Bytes Number of Bits Number of Addresses

1 8 28 = 256

2 16 216 = 65,536

3 24 224 = 16,777,216

4 32 232 = 4,294,967,296

5 40 240 = 1,099,511,627,776

6 48 248 = 281,474,976,710,656
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computers are happier with even numbers of things than odd numbers of things. 
An ideal size is 4 bytes. Four is an even number and you can have in excess of 
4 billion IP addresses, which should be sufficient. Now that you have settled on 
using a 32-bit address for the Internet address, you next need to determine a struc-
ture for those 32 bits.

The postal addressing and delivery schemes worked quite well for mail delivery, 
so let’s try and impose the same type of structure on the Internet addresses. You 
know that a postal address has two components. The first component consisted of 
the state, city, and street names. The second component was the street or house 
number. Although the entire address was needed to identify a particular endpoint, 
or house, you did not need the street number for delivery until the mail reached 
the street containing the house. Using the same philosophy for the Internet 
address, use part of the 32 bits to designate the LAN or local network where the 
computer resides (the network address); and the remaining bits in the address to 
identify a particular computer, or host (the host address), on that LAN.

The next step is to determine how many bits to use for the network address and 
how many bits to use to identify a computer, or host, on that network. The easiest 
approach is to work with bytes, and then use the dotted decimal notation to repre-
sent network and host addresses using decimal numbers. You can’t use all the 
bytes for the network address, and you can’t use all the bytes for the computer 
address so the possibilities that remain are listed in Table 3-2.

Table 3-2 Internet Address Structures

Network

Address Size

Number of 

Possible Networks

Host Address 

Size

Number of 

Possible Hosts

1 Byte 28 = 256 3 Bytes 224 = 16,777,216

2 Bytes 216 = 65,536 2 Bytes 216 = 65,536

3 Bytes 224 = 16,777,216 1 Byte 28 = 256
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After some thought, you decide that you want to make some modifications to the 
range of host addresses. It would be nice if you had a broadcast capability where a 
message could be sent to every host on a network. Therefore, you need a broad-
cast address for the network, and you want the broadcast address to be easy to 
remember. This can be achieved by using a host address of all 1s for the broadcast 
address. In addition, you want an address that points to the network itself, or 
“this” network. This can be achieved by using a host address of all 0s. To accom-
modate the new broadcast and “this” network addresses, the number of hosts 
listed in Table 3-2 must now be reduced by two. (See Table 3-3.)

Try working through the next exercises to reinforce your understanding.

For the first type or class of networks that use 1 byte for the network address and 
3 bytes for the host address, the range of addresses in dotted decimal notation are:

0.0.0.1–0.255.255.254 for network 0

1.0.0.1–1.255.255.254 for network 1

2.0.0.1–2.255.255.254 for network 2

...

255.0.0.1–255.255.255.254 for network 255

1. What is the address for host 8 on network 129?

Answer: 129.0.0.8

Table 3-3 Number of Hosts Possible

Network

Address Size

Number of 

Possible Networks

Host

Address Size

Number of 

Possible Hosts

1 Byte 28 = 256 3 Bytes 224 – 2 = 16,777,214

2 Bytes 216 = 65,536 2 Bytes 216 – 2 = 65,534

3 Bytes 224 = 16,777,216 1 Byte 28 – 2 = 254
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2. What is the broadcast address for network 129?

Answer: 129.255.255.255

For the second class of networks that use 2 bytes for both the network and host 
addresses, the range of addresses in dotted decimal notation are

0.0.0.1–0.0.255.254 for network 0

0.1.0.1–0.1.255.254 for network 1

...

255.254.0.1–255.254.255.254 for network 65,534 

255.255.0.1–255.255.255.254 for network 65,535

3. What is the address for host 8 on the 258th network?

Answer: Answer.1.1.0.8. The 258th network is network number 257 
because network numbering started at 0; 257 in binary = 0000 0001 0000 
0001 = 256 + 1 = 257 = 1.1 in dotted decimal notation.

4. What is the broadcast address for the 258th network?

Answer: 1.1.255.255

For the third class of networks that use 1 byte for the host address and 
3 bytes for the network address, the range of addresses in dotted decimal 
notation are

0.0.0.1–0.0.0.254 for network 0

0.0.1.1–0.0.1.254 for network 1

...

0.1.0.1–0.1.0.254 for network 256

...

1.0.0.1–1.0.0.254 for network 65536

...

255.255.255.1–255.255.255.254 for network 16,777,215
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5. What is the address for host 8 on network 25?

Answer: 0.0.25.8

6. What is the address for host 12 on network 103,481?

Answer: 103,481 in hexadecimal = 019439. 0116 = 110. 9416 = 14810. 3916
= 5710. 103,481 in dotted decimal = 1.148.57 so the address for host 12 on 
network 103,481 is 1.148.57.12

7. What is the broadcast address for network 103,481?

Answer: 1.148.57.255

Classful IP Addresses

You must decide which scheme you are going to use for the Internet addresses. 
You could pick just one, but why not use all three? That way, you would have the 
flexibility of having networks with a few hosts (254), networks with a moderate 
number of hosts (65534), and networks with many hosts (16,777,214). This does 
sound like a good idea, but you need to be able to mix the three address types. A 
simple way is to use part of the first byte to signal the type of address used. The 
first byte, like all bytes, contains 8 bits. Using the first few bits to identify the type 
of network gives you the following rules:

■ If the first, or most significant, bit of the first byte is 0, then 1 byte is used for 
the network address and 3 bytes are used for the host, broadcast, and “this” 
network address.

■ If the most significant bit of the first byte is 1 and the next bit is 0, 2 bytes 
are used for the network address and 2 bytes are used for the host, broadcast, 
and “this” network address.

■ If the first 2 bits of the first byte are 1 and the next bit is 0, then 3 bytes are 
used for the network address and 1 byte is used for the host, broadcast, and 
“this” network address.

Three types of addresses are called Class A, B, and C. In a Class A address, the 
most significant bit of the first byte is 0. Additionally, you want to reserve two 
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addresses from the Class A address space. Address 0.0.0.X (where X can be any 
value from 0–255) is reserved. Address 127.X.X.X is reserved for what is called a 
loopback address. The loopback address is used by a host to send a message to 
itself without even being connected to a network. This can be used for testing 
applications without interfering with the network. So the range of values for the 
first byte in a Class A address is 0000–0001–0111 1110 or 1–126 (0 and 127 are 
reserved).

The entire range of Class A addresses is 1.0.0.0 – 126.255.255.255.

In a Class B address, the most significant bit of the first byte is 1 and the next bit is 
0. So the range of values for the first byte in a Class B address is 1000 0000–1011 
1111 or 128–191.

The entire range of Class B addresses is: 128.0.0.0–191.255.255.255.

In a Class C address, the first two most significant bits of the first byte are 1 and 
the next bit is 0. So the range of values for the first byte in a Class C address is 
1100 0000–1101 1111 or 192–223.

The entire range of Class C addresses is: 192.0.0.0–223.255.255.255.

This Internet Protocol addressing scheme is called classful because every address 
falls into one of three classes of addresses as summarized in Table 3-4.

A Class A address is identified by the first bit being a 0, as follows:

0XXX XXXX

Table 3-4 Classful Internet Protocol Address Ranges

Address Class First Host Address Last Host Address

A 0.0.1.0 126.255.255.254

B 128.0.0.1 191.255.255.254

C 192.0.0.1 223.255.255.254
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A Class B address is identified by the first 2 bits being 1 0, as follows:

10XX XXXX

And a Class C address has the first 3 bits set to 1 1 0, as follows:

110X XXXX

One question might have popped into your mind at this point: What about 
addresses that are not Class A, B, or C? In other words, what about addresses 
where the first four bits are 1 1 1 0 or 1 1 1 1? Addresses beginning with 1110 are 
a different class of addresses, Class D, which you will learn about in Chapter 9, 
“Multicast—What the Post Office Can’t Do.” The Class D, or multicast, address 
space is in the range 1110 0000–1110 1111 or 224–239.

Addresses beginning with 1111 are reserved for future use and cover the remain-
ing address space starting at 240.0.0.0.

Figure 3-4 summarizes the structure of the classful IP addresses scheme.

Figure 3-4 Classful IP Addressing Structures

Private IP Addresses

The final addition to the Internet addressing protocol is that of private IP 
addresses. A public IP address is one that is reachable on the Internet, and there-
fore must be globally unique (two computers cannot use the same public IP 
address). You can have LANs that are not connected to the Internet, but the com-
puters on these LANs are using IP for communication. It doesn’t make sense to 
waste public IP addresses on these computers, so a range of addresses has been set 
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aside for these private networks to use. (See Table 3-5.) Because they are private, 
the same addresses can be used on more than one LAN with the realization that 
communication between LANs using the same private IP addresses is not possible.

Address Resolution
An IP address is routable. Routers can use the network portion of an IP address to 
make a delivery, or routing decision, to the destination network. Ethernet 
addresses are not routable (unless every router knows how to reach every Ethernet 
address). Ultimately, electronic data must be delivered to a host using the host’s 
Ethernet address. To do this, you need a protocol to determine, or resolve, the 
Ethernet address associated with a host’s IP address. There is an analogy for 
address resolution that you are familiar with. Assume that you want to call your 
friend Steve and you do not know his telephone number, but you know where he 
lives. What do you use to resolve Steve’s telephone number from his address? A 
telephone book. With a computer network, you need to do essentially the same 
thing when resolving between Ethernet and IP addresses. In Figure 3-5, there are 
three LANs with four hosts each.

Table 3-5 Private IP Address Ranges

Class Range

A 10.0.0.0–
10.255.255.255

B 172.16.0.0–
172.31.255.255

B (Used by Microsoft) 169.254.0.0–
169.254.255.255

C 192.168.0.0–
192.168.255.255
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Figure 3-5 Address Resolution Matches a Host’s Ethernet Address 
with a Host’s IP Address

The Fullerton, Diversey, and Kostner LANs have been assigned networks 
192.20.1.0, 192.20.2.0, and 192.20.3.0 (remember the 0 designates “this” net-
work). The host addresses on these LANs are .1, .2, .3, and .4. This is a shorthand 
notation for IP addresses 192.20.1.1, 192.20.1.2, 192.20.1.3, and 192.20.1.4 on 
the Fullerton LAN—and the same shorthand notation is used on the other two 
LANs. Also notice that the three Ethernet interfaces on the access router have also 
been assigned an IP address taken from the range of addresses associated with 
each LAN. 

This section uses the networks in Figures 3-5 and 3-6 to trace through the steps a 
host uses to send data to a host on the same LAN and to a host on a different LAN. 
Tables 3-6, 3-7, and 3-8 contain the IP and Ethernet addresses for the hosts and 
router on the three LANs.

Table 3-6 Fullerton LAN Address Associations 

IP Address Ethernet Address

192.20.1.1 (Host 1) 00-03-47-92-9C-6F

192.20.1.2 (Host 2) 00-03-47-92-9C-70

.2 .3 .4

Fullerton LAN
Network
192.20.1.0

Kostner LAN
Network
192.20.3.0

.1 .2 .3 .4.1

Access Router

Switch Switch

Diversey LAN
Network
192.20.2.0

.2 .3 .4.1

Switch

192.20.1.5

192.20.2.5

192.20.3.5
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Intra-LAN Communication 

In Figure 3-6, the host with IP address 192.20.1.1 on the Fullerton LAN wants to 
send data to the host with IP address 192.20.1.2 on the same LAN. The source and 
destination IP addresses are

■ Source: 192.20.1.1

■ Destination: 192.20.1.2

IP Address Ethernet Address

192.20.1.3 (Host 3) 00-03-47-92-9C-71

192.20.1.4 (Host 4) 00-03-47-92-9C-72

192.20.1.5 (Router) 00-03-47-92-9C-73

Table 3-7 Diversey LAN Address Associations

IP Address Ethernet Address

192.20.2.1 (Host 1) 00-03-48-AB-61-01

192.20.2.2 (Host 2) 00-03-48-AB-61-02

192.20.2.3 (Host 3) 00-03-48-AB-61-03

192.20.2.4 (Host 4) 00-03-48-AB-61-04

192.20.2.5 (Router) 00-03-48-AB-61-05

Table 3-8 Kostner LAN Address Associations

IP Address Ethernet Address

192.20.3.1 (Host 1) 00-03-49-C5-12-31

192.20.3.2 (Host 2) 00-03-49-C5-12-32

192.20.3.3 (Host 3) 00-03-49-C5-12-33

192.20.3.4 (Host 4) 00-03-49-C5-12-34

192.20.3.5 (Router) 00-03-49-C5-12-35

Table 3-6 Fullerton LAN Address Associations (continued)
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The source host knows that the destination IP address is on the same network 
because

■ Both source and destination network numbers are Class C.

■ Both Class C network numbers are the same; therefore, they both point to 
the same network.

Figure 3-6 Intra-LAN Address Resolution

The source host knows the destination IP address, but not the destination Ethernet 
address. The source host needs to resolve the destination Ethernet address from 
the destination IP address. This is accomplished by using the Address Resolution 
Protocol (ARP). The source host sends an Ethernet broadcast to the switch. Like 
the IP broadcast, an Ethernet broadcast is signified by setting the destination 
Ethernet address to all 1s or FF:FF:FF:FF:FF:FF. The source Ethernet address is 
set to the Ethernet address of the host sending the broadcast. The ARP message 
contains the destination IP address or 192.20.1.2. When the Ethernet switch 
receives the broadcast message, it is sent to all hosts on the network except for the 
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host that sent the message. All hosts on the Fullerton LAN will receive the broad-
cast and inspect the IP address in the message. If the IP address is not the IP 
address of the host that received the message, the message will be ignored. When 
the host with IP address 192.20.1.2 receives the ARP message, it will respond 
back to the sender with its Ethernet address. Now the host at 192.20.1.1 has 
resolved the Ethernet address for the host with IP address 192.20.1.2.

Host .1 on the Fullerton LAN receives the ARP request and stores that association 
between the Ethernet and IP addresses for host .2 in an ARP table. Storing this 
information allows host .1 to send additional messages to host .2 without having 
to send an ARP request each time. An example of a typical ARP table is shown in 
the following output:

Interface: 192.20.1.1

Internet Address       Physical Address         Type

192.20.1.2             00-03-47-92-9C-70        dynamic

The physical address is the Ethernet address associated with IP address 
192.20.1.2. Dynamic means that this association was learned using ARP.

At this point, you might be wondering why we have two addresses. Why not use 
either the IP address or the Ethernet address. Why use both? The clue is in the 
ARP table shown earlier. An Ethernet address is a physical address. It is “burned 
in” to the Ethernet card and is sometimes referred to as a burned-in address (BIA). 
An IP address is a logical address that was assigned to the host. In this case, the 
host happens to use Ethernet for sending messages on the LAN. Other technolo-
gies exist that can be used by the computers to send messages, such as Token ring 
or Asynchronous Transfer Mode (ATM). If you use ATM on the Fullerton LAN 
instead of Ethernet, you should expect that you are still able to send messages 
between computers. An ATM address is 20 bytes while an Ethernet address is 
6 bytes. In other words, the logical addressing (IP) should be independent of the 
physical addressing (Ethernet, Token Ring, ATM). Does this sound familiar? In 
Chapter 1, “Routing and Switching in Everyday Life,” you learned a layered 
model for the postal delivery system. (See Figure 3-7.)
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Figure 3-7 Layered Postal Delivery Model

For this model, you learned that the address should not be dependent on the con-
tents, and that the physical delivery should not be dependent on the address. The 
layers in this model are independent. In the same way, you need a layered model 
for the Internet. With what you’ve learned, you can start constructing the layer 
model for the Internet. In Figure 3-8, the lowest layer is the network interface 
layer.

Figure 3-8 Partial Layered Internet Model

The network interface layer is concerned with the physical, electrical, and 
addressing requirements for the particular technology used to deliver the mes-
sages. The IP layer is a logical layer concerned with being able to route a message 
between endpoints. The IP layer in the Internet model should be independent from 
the network interface layer. This independence allows you to change the technol-
ogy used at the network interface layer without having to modify the IP layer.
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Inter-LAN Communication

The host with IP address 192.20.1.1 on the Fullerton LAN wants to send data to 
the host with IP address 192.20.3.3 on the Kostner LAN. The source and destina-
tion IP addresses are

■ Source: 192.20.1.1

■ Destination: 192.20.3.3

The source host knows that the destination IP address is on a different network 
because

■ Both source and destination network numbers are Class C.

■ The source and destination Class C network numbers are not the same; 
therefore, the source and destination computers are on different networks.

The host on the Fullerton LAN doesn’t have to know how to get a message to the 
host on the Kostner LAN. That is the function of the router. Because the source 
host knows that the destination is on a different LAN or network, the host knows 
that it must send the message to the router. Each host has been configured with the 
IP address of the router interface that connects to their LAN. The router is the 
gateway to the rest of the world, so the IP address of the router is called the default
gateway. In other words, if a host is sending a message to a different LAN, the 
message must first be sent to the default gateway, or router, or last resort. The pro-
cess for inter-LAN communication is

1. Send an ARP broadcast asking for the Ethernet address associated with the 
default gateway (192.20.1.5).

2. The router responds with the Ethernet address of the interface that is con-
nected to the source LAN (00-03-47-92-9C-73).

3. Host 192.20.1.1 stores the router’s IP address, and associated Ethernet 
address in its local ARP table. The ARP table now contains

Interface: 192.20.1.1

Internet Address       Physical Address       Type

192.20.1.2             00-03-47-92-9C-70      dynamic

192.20.1.5             00-03-47-92-9C-73      dynamic
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4. The source host sends the message to the router.

5. The router removes the source and destination Ethernet addresses from the 
message and inspects the destination IP address (192.20.3.3).

6. The router determines that the destination LAN is network 192.20.3.0 and 
the destination host IP address is 192.20.3.3.

7. The router sends an ARP request on the Kostner LAN asking for the Ether-
net address associated with IP address 192.20.3.3.

8. Host 192.20.3.3 on the Kostner LAN sends an ARP reply containing its 
Ethernet address to the router (00-03-49-C5-12-33).

9. The router sends the message to the Ethernet address of host 192.20.3.3.

This process is similar to how mail is delivered. Figure 3-9 shows the flow of a let-
ter down the protocol stack that was developed for the postal system.

Figure 3-9 Flow of a Letter Down the Mail Protocol Stack

The letter is sent down to the Addressing Person, or Who layer where it is placed, 
or encapsulated, in an envelope. The envelope is sent to the Addressing Where 
layer and the state, city, street name, and street number information are added. 
Remember that you have logically separated the Who from the Where informa-
tion, because the Who information is not used to deliver the letter. Finally, the 
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Letter
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LetterAddress - WhoAddress - Where
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envelope is passed to the Delivery layer where it is encapsulated or placed into 
whatever delivery means is being used (wagon, horse, truck, and so on).

As the letter makes its way through the postal delivery system, it passes through 
one or more post offices. At each post office the letter is removed from the deliv-
ery layer, and the destination address is inspected. Based on the destination 
address, the post office makes a routing decision and the letter is again sent back 
to the delivery layer and encapsulated (placed) in a new means of delivery. 
Between the source of the letter and the letter’s destination, the means of delivery 
at each post office changes, but the source and destination addresses remain the 
same. This process can be used to better understand the delivery of an electronic 
message through a network. (See Figure 3-10.)

Figure 3-10 Flow of Data Down the IP Stack

Your application generates the data to be sent to another host. This data could be 
an e-mail, an instant message, a request for a web page, and so on. The data is sent 
to the first addressing layer where an application identifier is placed on the data. 
Think of this as the Who part of the address. As with the postal system, this infor-
mation is not used to deliver the data, but to identify which application should 
receive the data after it arrives at the destination. After the application identifier is 
placed on the data, the next layer in the protocol stack adds the source and desti-
nation IP addresses. Finally, the network interface layer adds the source and 
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destination Ethernet addresses on the package (assuming the host is using Ether-
net), and the package is transmitted toward the destination. In the Internet, the 
package of data is called a packet.

For intra-LAN communication, the receiving host inspects the destination Ether-
net address, and accepts the package if the host sees its own Ethernet address. If it 
does, the Ethernet addresses (source and destination) will be stripped off, and the 
remaining package will be sent to the IP layer. The IP layer inspects the destina-
tion IP address to verify that the package is meant for this host. If it is, the IP 
address is stripped off and sent to the application identification layer. After the 
application has been identified, this information is stripped off and the data is sent 
to the proper application.

For inter-LAN communication, the package is sent to the router. The router 
inspects the destination Ethernet address and accepts the package if the router 
sees its own Ethernet address. If it does, the Ethernet addresses (source and desti-
nation) are stripped off and the remaining package is sent to the router’s IP layer. 
The destination IP address is inspected, and the router consults the routing table to 
determine the interface it needs to use to send the package to the destination. The 
router looks for the destination IP and Ethernet address association in the ARP 
table. If the association is not in the ARP table, the router uses ARP to learn the 
destination Ethernet address associated with the destination IP address. The pack-
age is sent back to the network interface layer, and the package is encapsulated 
using new source and destination Ethernet addresses. Finally, the package is sent 
to the host, and the host will perform the same functions as mentioned for intra-
LAN delivery.

The package might have to travel through more than one router. At each router, 
the same process takes place. The old Ethernet source and destination addresses 
are removed, the IP routing table is consulted, and new source and destination 
Ethernet addresses are applied. But no matter how many routers the package goes 
through, the source and destination IP addresses do not change. Only the network 
interface layer addresses change. The analogy between the layers of the mail and 
data delivery systems is shown in Figure 3-11.
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Figure 3-11 Mail and Electronic Data Delivery Protocol Stacks

IP Header Format
Unlike the post office, a router or computer cannot determine the size of a pack-
age without additional information. A person can look at a letter or box and deter-
mine how big it is, but a router cannot. Therefore, additional information is 
required at the IP layer, in addition to the source and destination IP addresses. Fig-
ure 3-12 is a logical representation of the information that is used at the IP layer to 
enable the delivery of electronic data. This information is called a header, and is 
analogous to the addressing information on an envelope. A header contains the 
information required to route data on the Internet, and has the same format regard-
less of the type of data being sent. This is the same for an envelope where the 
address format is the same regardless of the type of letter being sent.
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Figure 3-12 IP Header Format

The fields in the IP header and their descriptions are

■ Version—A 4-bit field that identifies the IP version being used. The current 
version is 4, and this version is referred to as IPv4.

■ Length—A 4-bit field containing the length of the IP header in 32-bit increments. 
The minimum length of an IP header is 20 bytes, or five 32-bit increments. The 
maximum length of an IP header is 24 bytes, or six 32-bit increments. 
Therefore, the header length field should contain either 5 or 6.

■ Type of Service (ToS)—The 8-bit ToS uses 3 bits for IP Precedence, 4 bits 
for ToS with the last bit not being used. The 4-bit ToS field, although 
defined, has never been used.

■ IP Precedence— A 3-bit field used to identify the level of service a packet 
receives in the network.

■ Differentiated Services Code Point (DSCP)—A 6-bit field used to identify 
the level of service a packet receives in the network. DSCP is a 3-bit expan-
sion of IP precedence with the elimination of the ToS bits.

■ Total Length—Specifies the length of the IP packet that includes the IP 
header and the user data. The length field is 2 bytes, so the maximum size of 
an IP packet is 216 – 1 or 65,535 bytes.

■ Identifier, Flags, and Fragment Offset—As an IP packet moves through 
the Internet, it might need to cross a route that cannot handle the size of the 
packet. The packet will be divided, or fragmented, into smaller packets and 
reassembled later. These fields are used to fragment and reassemble packets.

Version Length
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■ Time to Live (TTL)—It is possible for an IP packet to roam aimlessly 
around the Internet. If there is a routing problem or a routing loop, then you 
don’t want packets to be forwarded forever. A routing loop is when a packet 
is continually routed through the same routers over and over. The TTL field 
is initially set to a number and decremented by every router that is passed 
through. When TTL reaches 0 the packet is discarded.

■ Protocol—In the layered protocol model, the layer that determines which 
application the data is from or which application the data is for is indicated 
using the Protocol field. This field does not identify the application, but iden-
tifies a protocol that sits above the IP layer that is used for application identi-
fication. 

■ Header Checksum—A value calculated based on the contents of the IP 
header. Used to determine if any errors have been introduced during trans-
mission.

■ Source IP Address—32-bit IP address of the sender.

■ Destination IP Address—32-bit IP address of the intended recipient.

■ Options and Padding—A field that varies in length from 0 to a multiple of 
32-bits. If the option values are not a multiple of 32-bits, 0s are added or 
padded to ensure this field contains a multiple of 32 bits.

The IP Precedence field can be used to prioritize IP traffic. (See Table 3-9.) This is 
the same as the postal system having different classes of mail such as priority, 
overnight, and 2-day delivery. Routers can choose to use this field to give prefer-
ential treatment to certain types of IP traffic.

Table 3-9 IP Precedence Values 

Precedence Value Meaning

000 (0) Routine or Best Effort

001 (1) Priority

010 (2) Immediate

011 (3) Flash

continues
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The ToS bits were originally designed to influence the delivery of data based on 
delay, throughput, reliability and cost. (See Table 3-10.) They are usually not used 
and are therefore set to zero.

The IP Precedence field can have 8 or 23 possible values. Routers use two of these 
values, 6 and 7, for routing protocol traffic. That leaves six values that can be used 
to prioritize user traffic. Because the ToS bits are typically not used, the IP Prece-
dence field can be extended from 3 to 6 bits by using 3 bits from the ToS field. 
(See Figure 3-13.) 

Figure 3-13 IP Header Type of Service (ToS) Field

Precedence Value Meaning

100 (4) Flash Override

101 (5) Critical

110 (6) Internetwork Control

111 (7) Network Control

Table 3-10 Type of Service Values

ToS Value Meaning

0000 (0) Normal Delivery

0001 (1) Minimize Cost

0010 (2) Maximize Reliability

0100 (4) Maximize Throughput

1000 (8) Minimize Delay

Table 3-9 IP Precedence Values (continued)

P P P 0T T T T

D D D 0D D D 0

0

0

7

7

P = IP Precedence Bit
T = Type of Service

D = DSCP Bit
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This new field is called the Differentiated Services Code Point (DSCP). That gives 
you 64 or 26 possible values that can be used to prioritize traffic. Although there 
are 64 possible DSCP values, only 14 are used typically. (See Table 3-11 and the 
explanation that follows.)

Notice that the first 3 bits of the DSCP value are the 3 bits from the IP precedence. 
An IP precedence of 000 maps into a DSCP value of 000 000, and both represent 
best effort delivery. An IP precedence of 101 (Critical) maps into a DSCP value of 
101 110 (High Priority or Expedited Forwarding). The remaining 4 IP precedence 

Table 3-11 Differentiated Services Code Point Values

DSCP Value Meaning Drop Probability

Equivalent IP 

Precedence Value

101 110 (46) High Priority
Expedited For-
warding (EF)

N/A 101 – Critical

000 000 (0) Best Effort N/A 000 – Routine

001 010 (10) AF11 Low 001 – Priority

001 100 (12) AF12 Medium 001 – Priority

001 110 (14) AF13 High 001 – Priority

010 010 (18) AF21 Low 001 – Immediate

010 100 (20) AF22 Medium 001 – Immediate

010 110 (22) AF23 High 001 – Immediate

011 010 (26) AF31 Low 011 – Flash 

011 100 (28) AF32 Medium 011 – Flash

011 110 (30) AF33 High 011 – Flash

100 010 (34) AF41 Low 100 – Flash Override

100 100 (36) AF42 Medium 100 – Flash Override

100 110 (38) AF43 High 100 – Flash Override
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values are each mapped into 3 DSCP values. The additional 3-bit portion is used 
to identify a drop probability within one of the four assured forwarding (AF) 
classes.

This discussion of the contents of the IP header is meant as an overview. If you are 
interested in learning more details regarding the IP header, refer to the references 
at the end of this chapter. The important concept to take away from this discussion 
is that the IP header contains the source and destination IP addresses. Routers use 
the destination IP address to determine a route; therefore, the IP layer in the lay-
ered model is the routing layer.

At this point, we could stop our discussion of the layered protocol model. This 
book is about routing, and routing is the second or third layer depending on which 
model is used. A router does not care what application sent the data, or how the 
application is going to receive the data. The job of the router is to get the packet to 
the proper destination. It is then the responsibility of the destination host to 
deliver the data to the application. The incomplete layered model in Figure 3-8 is 
sufficient for the remainder of this book. But, to be complete, let’s go ahead and 
finish the model.

TCP/IP Layered Protocol Model
There are different types of service that you can use when delivering a letter. You 
can use a best effort model. This means that you simply place a stamp on the letter 
and drop it in a mailbox. How do you know if the letter was delivered? You don’t. 
Not unless the recipient somehow tells you they received the letter. If you want to 
ensure delivery, you could send a registered letter. After the letter has been deliv-
ered, you will receive an acknowledgment from the post office. The layered postal 
delivery model needs to be modified to include this feature. (See Figure 3-14.) 
Although IP is used to deliver packets, and TCP and UDP are transport level pro-
tocols, the layer model for the Internet is usually referred to as the TCP/IP model.
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Figure 3-14 Post Office Layered Protocol Model

At the Addressing – Person layer, two options have been added: 

■ Normal delivery—The sender will not receive any acknowledgment that 
the letter has been delivered. 

■ Registered mail— The sender will receive an acknowledgment after the let-
ter has been delivered. 

The Internet layered model has two additional protocols that are equivalent to nor-
mal and registered mail:

■ Transmission Control Protocol (TCP)—The equivalent of a registered let-
ter. When data is received at the destination host, an acknowledgment is sent 
back to the sender. 

■ User Datagram Protocol (UDP)—The equivalent of normal mail. An 
acknowledgment is not sent back to the sender. 

Integrating TCP and UDP into the Internet model gives you the complete TCP/IP 
layered protocol model. (See Figure 3-15.)

Figure 3-15 TCP/IP Layered Model or Protocol Stack

Contents

Physical Delivery

Addressing - Location

Addressing - Person

Normal Registered

Application

Network Interface

Internet (IP)

TCPUDP
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The port information in the UDP header is used to identify the sending and receiv-
ing applications. (See Figure 3-16.)

Figure 3-16 UDP Header Format

The source port is equivalent to the person who is sending the letter. The destina-
tion port is equivalent to the person who is to receive the letter. Applications ini-
tially will use a well-known port number. For example, if you are using a web 
browser to contact the Cisco website, your application will send a message to port 
80 at IP address 198.133.219.25. The source port is usually assigned dynamically 
for the application and is included in the UDP header. When the webserver for 
Cisco.com sends a reply, it will send it back to the dynamic port number that was 
assigned for the sender’s application. The destination IP address is used to reach 
the host running the web server, and the destination port number is used to reach 
the proper application. The combination of a port number and an IP address is 
called a socket. A socket is sufficient to identify a particular application on a spe-
cific host.

The TCP header is similar to the UDP header with additional fields to enable 
acknowledgments. (See Figure 3-17.)

Figure 3-17 TCP Header Format

Destination PortSource Port

0 15 16 31

UDP Length Checksum

Options and Padding

Acknowledgment Number

Sequence Number

Destination PortSource Port

0 15 16 31

Length Reserved Flags Window Size

Urgent PointerChecksum
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The source and destination port numbers serve the same function as they did in 
the UDP header. The remaining fields are used to send the equivalent of registered 
mail. The operation of the TCP protocol can be complex. If you are interested in 
learning more, consult the reference list at the end of the chapter.

Before moving on to the next exciting topic, let’s trace the flow through the 
TCP/IP protocol stack. (See Figure 3-18.)

Figure 3-18 Data Flow Through the TCP/IP Protocol Stack

The application sends the data, such as the text of an e-mail, you are sending to 
UDP or TCP where the destination and source port numbers are recorded. The IP 
layer adds the source and destination IP addresses, and sets the protocol field to 
UDP or TCP depending on what is being used. The IP layer then hands the packet 
off to the network interface layer. This example uses Ethernet, so the network 
interface layer adds the source and destination Ethernet addresses. Finally, the 
entire thing is sent to the network to be sent to the destination.

Upon receipt of an IP packet by a host, the destination Ethernet address is first 
inspected. If it matches the host’s Ethernet address, the Ethernet header is stripped 
off, and the remaining part of the packet is sent up the protocol stack to the IP 
layer. The IP layer looks at the destination IP address. If it is the correct IP 
address, the IP layer strips off the IP header, and sends what is left either to TCP 
or UDP—depending on the setting of the protocol field. UDP or TCP then uses 
the destination port number to send the data to the correct application.

Data

DataUDP Header

DataUDP HeaderIP Header

DataUDP HeaderIP HeaderEthernet Header

UDP Header - Source and Destination Port Numbers
IP Header - Source and Destination IP Addresses
Ethernet Header - Source and Destination Ethernet Addresses
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Classless Internet Addressing
Using a classful IP addressing format worked well when the Internet was rela-
tively small. But as the number of networks on the Internet grew, the limitations of 
classful addresses became apparent. The Class A address space contains only 125 
usable networks in the range 0–127 because networks 0 and 127 are reserved, and 
network 10 is used for private addressing. Each of these 125 Class A networks 
could theoretically contain 224 – 2 or 16,777,214 hosts, but it’s not realistic to 
have more than 16 million hosts on the same network. Therefore, in the early 
1990s, the Internet moved away from a classful address space to a classless 
address space. In other words, the number of bits used for the network portion of 
an IP address became variable instead of fixed. 

The network portion of classful IP addresses is fixed. For the network portion of 
an IP address, Class A addresses use 8 bits, Class B addresses use 16 bits, and 
Class C addresses use 24 bits. A router could determine the address class by 
inspecting the first byte of the address. A value of 1–126 is Class A, 128–191 is 
Class B, and 192–223 is Class C.

For classless IP addressing, there is no longer a relationship between the number 
of bits used in the network portion and the value of the first byte of the address. A 
different method has to be used to determine the size of the network portion of an 
IP address. This new method allows you to borrow bits that are normally used for 
the host portion of an IP address, and use them to extend the network portion of an 
IP address.

A router is a computer of sorts, and can therefore manipulate binary numbers 
quite well. It would seem natural to use a 1 to identify a bit in an IP address that is 
part of the network address, and a 0 to identify a bit that is used as the host 
address. These bits can be thought of as masking off the network address from the 
host address. An IP address is 32 bits, so a 32-bit mask is needed to determine the 
network and host components of an IP address. Figure 3-19 contains the natural 
mask values for Class A, B, and C addresses.
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Figure 3-19 Classful IP Address Masks

There are two common ways to refer to the mask that is used to determine the 
number of bits used for the network component of an IP address. The first is to use 
the number of 1 bits in the mask. A Class A mask is an 8-bit mask, Class B is a 16-
bit mask, and Class C is a 24-bit mask. The other way is to represent the mask as / 
(slash) and then the number of 1 bits in the mask. Class A is /8 (slash 8), Class B 
is /16 (slash 16), and Class C is /24 (slash 24). An important rule is that the num-
ber of 1s and 0s in a mask must be contiguous (all the 1s must be together and all 
the 0s must be together). For example

11111111 11111111 00000000 00000000 is a valid mask. 

11111111 00111111 00000000 00000111 is not a valid mask.

Using a mask to determine the network component of an IP address is called a bit-
wise logical AND operation. Bitwise AND is equivalent to bitwise multiplication:

A * 1 = A

A * 0 = 0 where A = 0 or 1

0 7 8 31

Network Host

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0

255.0.0.0 (8-bit subnet mask)

Class A Address

Mask

Network Host

1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0

255.255.0.0 (16-bit subnet mask)

Class B Address

Mask

1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1

Network Host

1  1  1  1  1  1  1  1

0  0  0  0  0  0  0  0

255.255.255.0 (24-bit subnet mask)

Class C Address

Mask

0

0

15 16 31

3123 24
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A router can determine the network component of the classful IP address 
156.26.32.1 by using a mask as shown:

156.26.32.1

AND

255.255.0.0

Equals

156.26.0.0

This might seem like a trivial operation. For classful addresses, this is a fair state-
ment because the network component is on an easy-to-use byte boundary. But you 
want to be able to switch from classful to classless addressing, and you will need 
a mask to do that. 

As an introduction to classless addressing, assume that your company has been 
assigned the Class B address 156.26.0.0. If you use this as a classful address, you 
can have one network with 216-2 or 65,534 hosts. You would like to have more 
than one network with fewer hosts on each network. This means you will have to 
create subnets from the assigned Class B address space. Instead of using a 16-bit 
mask, or /16, see what happens if you use a 17-bit subnet mask:

IP Address = 156.26.0.0

Subnet Mask = 255.255.128.0

The Class B part, or 156.26, is fixed and cannot be changed. But your company 
owns the following 16 bits, so they can be any value you want. The seventeenth 
bit of your network address can either be a 0 or a 1. If it is 0, that identifies net-
work 156.26.0.0. If the seventeenth bit is a 1, that identifies network 156.26.128.0. 
By borrowing 1 bit from the standard host portion of the IP address and assigning 
it to the network portion, you have created two subnets of the Class B address 
space 156.26. The first subnetwork has host addresses in the range 156.26.0.1–
156.26.127.254.

The broadcast address is 156.26.127.255.
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The second subnetwork has host addresses in the range 156.26.128.1–
156.26.255.254.

The broadcast address is 156.26.255.255.

This operation is shown in Figure 3-20.

Figure 3-20 Subnetting a Class B Address with a 17-bit Mask

If you use 2 additional bits, or a /18 bit mask, you will have four subnets. These 
four subnets are identified by the four values possible with 2 bits:

0 0

0 1

1 0 

1 1

Remember, the network is identified by setting the host portion of the IP address 
to 0. So, the first subnet using an 18-bit mask is 156.26.0.0.

The second subnet is determined by calculating the value of the third byte when 
the most significant bits are 0 1:

0 1 0 0 0 0 0 0 = 64

Subnet 2 has a network address of 156.26.64.0.

The third subnet is determined by calculating the value of the third byte when the 
most significant bits are 1 0:

1 0 0 0 0 0 0 0 = 128

Subnet 2 has a network address of 156.26.128.0.

Network

Host

1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1 1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0

255.255.128.0 (17-bit subnet mask)

Class B Address

Mask

0 16 31

156 26 X
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And the fourth subnet is determined by calculating the value of the third byte 
when the most significant bits are 1 1:

1 1 0 0 0 0 0 0 = 192

Subnet 4 has a network address of 156.26.192.0.

If you continue this logic, you obtain the information in Table 3-12.

Table 3-12 Number of Networks and Hosts for a Subnetted Class B 
Network

Subnet Mask in Bits Number of Networks Number of Hosts

16 (Class B) 1 65,534

17 2 32,766

18 4 16,382

19 8 8190

20 16 4096

21 32 2048

22 64 1022

23 128 510

24 256 254

25 512 126

26 1,024 62

27 2,048 30

28 4,096 14

29 8,192 6

30 16,384 2
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The first entry is for a Class B network. Increase the subnet mask by 1 bit, and 
calculate the number of subnetworks and hosts to find the remaining entries. The 
number of possible subnetworks is 2 raised to the power of the number of extra 
bits used for the network. The number of hosts is 2 to the power of the bits left 
over for the host portion of the address – 2 (broadcast and “this” network 
addresses).

It seems that there are two entries missing in Table 3-12. One for a 31-bit subnet 
mask and one for a 32-bit subnet mask. You can’t have a 32-bit subnet mask 
because there would be no bits left over for host addresses. A 31-bit mask would 
leave only 1 bit for the host addresses, either 0 or 1. The broadcast address is 
obtained by setting all the host bits to 1. The “this” network address is found by 
setting all the host bits to 0. So, if you used 31-bits, the addresses you would have 
available are only the broadcast and “this” network addresses.

You do not have to use only one subnet mask to divide the 156.26.0.0 address space 
in subnetworks. You can use different masks on different networks. For example, 
assume you have the following requirements for your company’s network:

■ A maximum of 60 Class C size networks (1–254 hosts)

■ A maximum of 14 networks having a maximum of 10 hosts

■ Four point-to-point networks

You need to satisfy these requirements, and you want to have addresses in reserve 
that you can use if your company expands. Where do you start? There is not just 
one correct way of doing this. You have a Class B address space assigned to you, 
and you shall see that this will not be that difficult. First, let’s subnet the Class B 
address space into four equal size pieces. For four subnets, you will need to use 2 
bits from the host address or a /18 subnet mask. The third byte of the IP address is 
divided as

N N H H H H H H (2 bits for the network and 6 bits for the host)

To determine the network numbers, first set the host bits to 0:

N N 0 0 0 0 0 0



100 Chapter 3: Internet Addressing and Routing

The possible network values for the third byte are

0 0 0 0 0 0 0 0 = 0

0 1 0 0 0 0 0 0 = 64

1 0 0 0 0 0 0 0 = 128

1 1 0 0 0 0 0 0 = 192

The 156.26 address space is now divided into the following networks:

156.26.0.0

156.26.64.0

156.26.128.0

156.26.192.0

To satisfy the first requirement of a maximum of 60 Class C size networks, subnet 
the 156.26.0.0/18 address into Class C size or /24 subnets. How many Class C 
size subnets will this provide? We are using an additional 6 bits to subnet the 
156.26.0.0/18 network, and 26 = 64 subnets. This will be sufficient to satisfy the 
first requirement. The Class C networks will have the following addresses:

156.26.0.0/24

156.26.1.0/24

156.26.2.0/24

...

156.26.62.0/24

156.26.63.0/24

How were these network numbers determined? The 156.26.0.0/18 network was 
derived from the 156.26.0.0/16 network. The first 16 bits are fixed and equal to 
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156.26. The next 2 bits are fixed and equal to 0 because this is the subnet used for 
the Class C size networks. Therefore, the possible range of values for the third 
byte are

0 0 0 0 0 0 0 0 = 0

0 0 0 0 0 0 0 1 = 1

0 0 0 0 0 0 1 0 = 2

...

0 0 1 1 1 1 1 0 = 62

0 0 1 1 1 1 1 1 = 63

For the first requirement, use networks 156.26.0.0/24 through 156.26.59.0/24.

To satisfy the second requirement, use the last Class C size network, 156.26.63.0, 
and subnet it to the proper size. For a maximum of 10 hosts, you will need 4 bits 
for the host address. With 4 bits, a network can support 14 hosts (16 – 2). Because 
a Class C size network is being subnetted, there are only 8 bits to work with (the 
last byte). Four bits are needed for the hosts, which leaves 4 bits for the network. 
The requirement is 14 networks, and 4 network bits can support 16 networks. The 
last byte is divided, so 4 bits are used for the network and 4 bits for the host:

N N N N H H H H

The networks addresses are

0 0 0 0 0 0 0 0 =     0 156.26.63.0/28

0 0 0 1 0 0 0 0 = 16 156.26.63.16/28

0 0 1 0 0 0 0 0 = 32 156.26.63.32/28

... ...

1 1 1 0 0 0 0 0 = 224 156.26.63.224/28

1 1 1 1 0 0 0 0 = 240 156.26.63.240/28



102 Chapter 3: Internet Addressing and Routing

The host addresses are

156.26.63.1–156.26.63.14

156.26.63.17–156.26.63.30

156.26.63.33–156.26.63.46

...

156.26.63.225–156.26.63.238

156.26.63.241–156.26.63.254

For the final requirement of four point-to-point networks, the 156.26.63.240 net-
work will be subnetted using a 30-bit mask. A point-to-point network requires 
only two host addresses.

There are 4 bits available on the 156.26.63.240/28 subnet. Two are needed for the 
host bits. The two remaining bits are sufficient for the four point-to-point net-
works that are required. The last byte of the 156.26.63.240 is used for the final 
subnetting operation: 

1 1 1 1 N N H H

The network numbers using a 30-bit mask are

1 1 1 1 0 0 0 0 = 240 156.26.63.240

1 1 1 1 0 1 0 0 = 244 156.26.63.244

1 1 1 1 1 0 0 0 = 248 156.26.63.248

1 1 1 1 1 1 0 0 = 252 156.26.63.252

The host addresses are

156.26.63.241 and 242

156.26.63.245 and 246

156.26.63.249 and 250

156.26.63.253 and 254
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The final plan is shown in Figure 3-21.

Figure 3-21 Subnetting a Class B Address

If this is your first experience dealing with subnet masks and you find it a bit con-
fusing, take comfort in the fact that this is normal. Subnets and subnet masks take 
time to master. Get some paper and a pencil and practice, practice, practice. To aid 
in your understanding, try the following problems:

1. What is the broadcast address for network 156.26.0.0/16?

Answer: Set the 16 host bits to 1 to obtain 156.26.255.255.

156.26.0.0/16

156.26.0.0/17 156.26.128.0/17

156.26.0.0/18 156.26.64.0/18 156.26.128.0/18 156.26.192.0/18

...

156.26.0.0/24

156.26.1.0/24

156.26.2.0/24

156.26.3.0/24

156.26.4.0/24

156.26.5.0/24

156.26.62.0/24

156.26.63.0/24

...

156.26.63.0/28

156.26.63.16/28

156.26.63.32/28

156.26.63.224/28

156.26.63.240/28
156.26.63.240/30

156.26.63.244/30

156.26.63.248/30

156.26.63.252/30

Point to Point
Networks

Class C
Networks

14 Host
Networks
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2. What is the broadcast address for network 156.26.0.0/24?

Answer: Set the 8 host bits to 1 to obtain 156.26.0.255.

3. What is the broadcast address for network 156.26.0.0/28?

Answer: Set the 4 host bits to 1 to obtain 156.26.0.15.

4. The Class C address 195.14.22.0 is subnetted using a 27-bit subnet mask. 
How many subnets are there and what are the network numbers?

Answer: The natural mask for a Class C address is /24. Therefore, 33 addi-

tional bits are used for the subnet, 23 = 8, so there are eight subnets. The 3 
additional network bits are taken from the fourth byte so the network num-
bers are

0 0 0 0 0 0 0 0 = 0 195.14.22.0/27

0 0 1 0 0 0 0 0 = 32 195.14.22.32/27

0 1 0 0 0 0 0 0 = 64 195.14.22.64/27

0 1 1 0 0 0 0 0 = 96 195.14.22.96/27

1 0 0 0 0 0 0 0 = 128 195.14.22.128/27

1 0 1 0 0 0 0 0 = 160 195.14.22.160/27

1 1 0 0 0 0 0 0 = 192 195.14.22.192/27

1 1 1 0 0 0 0 0 = 224 195.14.22.224/27

5. What is the range of host addresses for the network 195.14.22.64/27?

Answer: 195.14.22.65 – 195.14.22.94

6. What is the broadcast address for network 195.14.22.64/27?

Answer: 64 = 0 1 0 0 0 0 0 0, so the broadcast address is:

0 1 0 1 1 1 1 1 = 95 or 195.14.22.95
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IP Routing and Route Summarization

The network in Figure 3-22 is a partial implementation of the addressing plan 
developed for the 156.26.0.0 network.

Figure 3-22 Example Network for Route Summarization

Routers A, B, C, and D are access routers and each one connects to two Class C 
size networks. Routers E and F are the distribution routers, and Router G is the 
core router. The terminology used in Figure 3-22 is explained in Figure 3-23.

The network in Figure 3-22 has 12 subnets, so each router will have 12 entries in 
its IP routing table. The routing table for Router G is listed in Table 3-13. Initially, 
the only routes in the IP routing table are the directly connected networks. The 
other subnets need to be learned either statically or dynamically. Statically means 
that every route has to be manually entered on every router. The network has 7 
routers so 7 * 12, or 84, routes would need to be entered for IP routing to work. 
Certainly this can be done, but it would take some time and would be prone to 
error. Imagine entering all routes statically for a network with hundreds of routers 
and thousands of routes. This is not a scalable solution. A better solution is to use 
a dynamic IP routing protocol that will dynamically advertise routes throughout 
your network. The later chapters will discuss IP routing protocols. For now, 
assume that all the routes have been entered statically.
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Figure 3-23 Network Terminology

Table 3-13 IP Routing Table for Router G

Route Output Interface

156.26.63.240/30 Directly connected, Serial 0

156.26.63.244/30 Directly connected, Serial 1

156.26.63.0/28 Serial 0

156.26.63.16/28 Serial 1

156.26.0.0/24 Serial 0

156.26.1.0/24 Serial 0

156.26.2.0/24 Serial 0

156.26.3.0/24 Serial 0

156.26.56.0/24 Serial 1

156.26.57.0/24 Serial 1

156.26.58.0/24 Serial 1

156.26.59.0/24 Serial 1

D

156.26.59.0/24

156.26.58.0/24

156.26.63.16/28

E0
.1

E1
.1

E2
.18

Router

Interface Ethernet 0
IP Address 156.26.58.1/24

Interface Ethernet 2
IP Address 156.26.63.18/28

Interface Ethernet 1
IP Address 156.26.59.1/24

Network 156.26.58.0/24
1 - 254 Hosts

Network 156.26.59.0/24
1 - 254 Hosts

F

S0
.246

E0 .19

156.26.63.244/30

Interface Serial 0
IP Address 156.26.32.244/30

Network 156.26.63.244/30
2 Hosts

Interface Ethernet 0
IP Address 156.26.63.19/28
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The network in Figure 3-22 is similar to the network that was developed in Chap-
ter 1 for the statewide delivery of mail. Router G is equivalent to the core post 
office that routed mail between states, and between cities in a state. Routers E and 
F are equivalent to the distribution post offices that routed mail between the access 
post offices and the state post office. Routers A, B, C, and D are equivalent to the 
access post offices that routed mail between streets (networks) and the distribution 
post offices. For the statewide postal network, the core post office did not need to 
know about every street. It was sufficient to route mail based on the city name. For 
routing between states, the core post office did not need to know the route to every 
city and every street in another state. It was sufficient to route interstate mail 
based on the state name alone. This process of information hiding, or route reduc-
tion, was called route summarization or aggregation. It would be nice if IP routes 
could be aggregated to reduce the size of the routing tables.

Routes are summarized, or aggregated, by reversing the subnetting process. For 
example, in Figure 3-21, the 156.26.63.240/28 network was subnetted into 4 /30 
networks:

156.26.63.240/30

156.26.63.244/30

156.26.63.248/30

156.26.63.252/30

A router can have these four specific routes in the routing table. Or, a router can 
have one route, or IP prefix, that summarizes these four specific networks. The 
summary prefix 156.26.63.240/28 contains every possible subnet of 
156.26.63.240/28 in the same way that a state contains every possible city and 
street name contained within that state. The state name summarizes all the city 
and street names into one prefix. A summary address allowed the core post office 
to maintain one route to another state and not a route for every possible destina-
tion in the other state.

A summary prefix should only summarize those subnets that are actually being 
used. The prefix 156.26.0.0/16 summarizes all the subnets of the Class B address 
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space 156.26.0.0. So the prefix 156.26.0.0/16 does summarize the four specific
/30 subnets of 156.26.63.240/28, but it also summarizes all other subnets of 
156.26.0.0/16. This summary tells a router that all subnets of 156.26.0.0/16 are 
reachable even though many of the subnets might not be in use.

For the network in Figure 3-22 and subnets in Table 3-13, the subnets can be sum-
marized into one route advertisement.

For Router G, 156.26.0.0/24 through 156.26.3.0/24 can be reached through inter-
face serial 0. If you look at the bit patterns of these four subnets, you can deter-
mine the subnet mask to use to summarize these routes. It is sufficient, in this 
case, to examine only the third byte of the subnets:

0 = 0 0 0 0 0 0 0 0

1 = 0 0 0 0 0 0 0 1

2 = 0 0 0 0 0 0 1 0

3 = 0 0 0 0 0 0 1 1 

The subnet mask that needs to be used should include only those bits that do not 
change. For these four routes, the upper 6 bits do not change. These 6 bits need to 
be included in the summary subnet mask. The value of the mask for the third byte 
is 1 1 1 1 1 1 0 0 = 252, so the required subnet mask is 255.255.252.0.

Applying the same process to the subnets 156.26.56.0/24 through 156.26.59.0/24, 
the values of the third byte are

56 = 0 0 1 1 1 0 0 0

57 = 0 0 1 1 1 0 0 1

58 = 0 0 1 1 1 0 1 0

59 = 0 0 1 1 1 0 1 1
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As with the previous example, the upper 6 bits need to be included in the subnet 
mask and the required mask is again 255.255.252.0. The new routing table for 
Router G is listed in Table 3-14.

The routing table on Router G has been reduced from 12 to 6 routes, a significant 
reduction. Notice that the two new summary prefixes have a 22-bit subnet mask 
instead of a 24-bit subnet mask. To see how this works, assume Router G receives 
a packet for the host at IP address 156.26.2.37. There is no subnet mask informa-
tion in a destination IP address. The router will find the best match for this route 
from the routing table. An address with /32 is a host address:

156.26.2.37/32 = 10011100 00011010 00000010 00100101

156.26.0.0/22= 10011100 00011010 00000000 00000000

There is a 22-bit match between the host address and the prefix 156.25.0.0/22, so 
this packet will be forward using interface serial 0.

What if subnet 156.26.3.0/24 was moved to Router C? (See Figure 3-24.) 

Table 3-14 IP Routing Table for Router G Using Summary Prefixes

Route Output Interface

156.26.63.240/30 Directly connected, Serial 0

156.26.63.244/30 Directly connected, Serial 1

156.26.63.0/28 Serial 0

156.26.63.16/28 Serial 1

156.26.0.0/22 Serial 0

156.26.56.0/22 Serial 1
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Figure 3-24 Summary and Specific IP Prefixes

Can we still summarize the networks attached to Routers A and B? Yes. The sum-
mary prefix 156.26.0.0/22 contains 156.26.0.0/24 through 156.26.3.0/24, so 
Router G thinks it can reach the 156.26.3.0/24 network through Router E. You can 
keep this summary prefix as long as a more specific prefix for network 152.26.3.0/24 
is added to the routing table on Router G. (See Table 3-15.)

Table 3-15 IP Routing Table for Router G Using Summary Prefixes and 
a More Specific Prefix

Route Output Interface

156.26.63.240/30 Directly connected, Serial 0

156.26.63.244/30 Directly connected, Serial 1

156.26.63.0/28 Serial 0

156.26.63.16/28 Serial 1

156.26.0.0/22 Serial 0

156.26.56.0/22 Serial 1

156.26.3.0/24 Serial 1
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S0
.241

S0
.242

S1
.245

S0
.246

E0
.1

E1
.1

E2
.1

E0 .3

E0
.1

E1
.1

E2
.12

E0
.1

E0
.1

E1
.1

E1
.1

E2

.17

E2

.18

E0 .19

E

156.26.57.0/24



Classless Internet Addressing 111

Router G now has two routes to subnet 156.26.3.0/24. Which one will it use? 
Assume Router G receives a packet for host 156.26.3.12/32. Router G will com-
pare this route with the entries in the routing table and there are two that match.

This matches 22 bits in the host address:

156.26.0.0/22 = 10011100 00011010 00000000 00000000

156.26.3.12/32 = 10011100 00011010 00000011 00001100

This matches 24 bits and the longest match wins. Router G will forward the 
packet to Router F:

156.26.3.0/24 = 10011100 00011010 00000011 00000000

156.26.3.12/32 = 10011100 00011010 00000011 00001100

Try reinforcing the key points with the following questions:

1. How many subnets of the Class C address 197.45.120.0/24 are there that can 
support at least 12 hosts?

Answer: Four bits are required for 12 hosts (24 – 2 = 14). This is a Class C 
address, so there are 4 bits left for the network. Therefore, there are 16 sub-
nets that can support at least 12 hosts.

2. What are the network numbers for the subnets in the previous question?

Answer: The first 4 bits of the last byte are included in the network number.

0 0 0 0 0 0 0 0 = 0 197.45.120.0

0 0 0 1 0 0 0 0 = 16 197.45.120.16

0 0 1 0 0 0 0 0 = 32 197.45.120.32

0 0 1 1 0 0 0 0 = 48 197.45.120.48

0 1 0 0 0 0 0 0 = 64 197.45.120.64

0 1 0 1 0 0 0 0 = 80 197.45.120.80

0 1 1 0 0 0 0 0 = 96 197.45.120.96



112 Chapter 3: Internet Addressing and Routing

0 1 1 1 0 0 0 0 = 112 197.45.120.112

1 0 0 0 0 0 0 0 = 128 197.45.120.128

1 0 0 1 0 0 0 0 = 144 197.45.120.144

1 0 1 0 0 0 0 0 = 160 197.45.120.160

1 0 1 1 0 0 0 0 = 176 197.45.120.176

1 1 0 0 0 0 0 0 = 192 197.45.120.192

1 1 0 1 0 0 0 0 = 208 197.45.120.208

1 1 1 0 0 0 0 0 = 224 197.45.120.224

1 1 1 1 0 0 0 0 = 240 197.45.120.240

3. Summarize the 16 networks from the previous example into two equal size 
prefixes.

Answer: Examine the bit patterns of the fourth byte of the first 8 subnets.

0 0 0 0 0 0 0 0 = 0 197.45.120.0

0 0 0 1 0 0 0 0 = 16 197.45.120.16

0 0 1 0 0 0 0 0 = 32 197.45.120.32

0 0 1 1 0 0 0 0 = 48 197.45.120.48

0 1 0 0 0 0 0 0 = 64 197.45.120.64

0 1 0 1 0 0 0 0 = 80 197.45.120.80

0 1 1 0 0 0 0 0 = 96 197.45.120.96

0 1 1 1 0 0 0 0 = 112 197.45.120.112

The only bit that is constant is the first bit, so a 25-bit mask is needed. The 
summary for the first eight subnets is

197.45.120.0/25



IP Version 4 and IP Version 6 113

The only bit that is constant for the second set of eight subnets is again the 
first bit and it is always 1. The summary for the second set of eight subnets is

197.45.120.128/25.

Supernets

When more bits are used than the natural mask length for the network portion of a 
Class A, B, or C address, this process was called subnetting. The natural mask for 
a Class A address is 8 bits. If more than 8 bits are used for the network portion of 
the IP address, we say that the Class A address has been subnetted.

You can also use fewer bits than the natural mask for the network portion. This 
process is called supernetting. For example, assume your company owns the fol-
lowing four Class C addresses:

200.10.4.0/24

200.10.5.0/24

200.10.6.0/24

200.10.7.0/24

You can aggregate the addresses using a 22-bit mask, which is 2 bits less than the 
natural 24-bit mask. The process is the same as subnetting, but the term that is 
used depends on whether more or fewer bits than the natural mask are being used. 
The supernet for these networks is 200.10.4.0/22.

IP Version 4 and IP Version 6
IP version 4 (IPv4) has not changed much since it was defined in 1981. For the 
last two decades, IPv4 has proven to be a robust and scalable protocol for Internet 
routing. Unfortunately, the designers of IPv4 did not anticipate the explosive 
growth of the Internet, or the need for more IP addresses than version 4 could supply. 
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IPv4 uses 32-bit IP address, and with 32 bits the maximum number of IP 
addresses is 232—or 4,294,967,296. This provides a little more than four billion 
IPv4 addresses (in theory). The number of IPv4 available addresses is actually 
less than the theoretical maximum number. The reason the actual number of 
usable IP addresses is less than the maximum is because the broadcast and “this” 
network addresses cannot be assigned to hosts. A usable IPv4 address is one that 
can be assigned to a host, implying a unicast IP address. The only unicast IP 
addresses available are Class A, B, and C addresses. How many unicast IPv4 
addresses are there? There are 27 – 3, or 126, possible Class A networks with 
numbers ranging from 1 to 126. (0 and 127 are not used, and 10 is the Class A pri-
vate address space.) Each Class A network can have 224 – 2, or 16,777,216 hosts. 
(A host address of all 0s signifies the network address, and a host address of all 1s 
signifies the broadcast address.) The number of Class A hosts is 126 * 16,777,216 
or 2,113,929,216. There are 214 – 1, or 16,383 Class B networks. (172.16.0.0 is 
the private Class B address space.) Each Class B network can have 216 – 2, or 
65,534 hosts. The number of Class B hosts is 16,383 * 65,534, or 1,073,643,522. 
There are 221 – 1, or 2,097,151 possible Class C networks. (192.168.0.0 is the pri-
vate Class C address space.) Each Class C network can have 28 – 2, or 254, hosts. 
The number of Class C hosts is 2,097,151 * 254 or 532,676,354. The total number 
of IPv4 unicast addresses is 3,720,249,092. A Class A, B, or C address identifies 
one specific host, and these addresses are called unicast addresses. The private 
addresses can be used in a network, but cannot be advertised on the Internet. This 
allows many networks to use the same private address as long as the hosts using 
these addresses do not need to be connected to the Internet.

The actual number of usable IPv4 unicast addresses is less than four billion. But 
there are usable addresses that will never be used. When IPv4 addresses were first 
allocated to government agencies, universities, and businesses, the addresses were 
allocated as classful addresses. If a university received a Class A address, the uni-
versity had 16,777,216 host addresses that could be used. I cannot imagine any 
university, business, or government agency using every possible address assigned 
to them. It is difficult to determine how many IPv4 unicast addresses will never be 
used, but I’m sure it is more than 1. So the actual number of usable IPv4 addresses 
is less than 3.7 billion.
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At first glance, even 3.7 billion addresses seems like enough. One reason it is not 
enough is the majority of the IPv4 address space has been allocated to countries 
that were early implementers of the Internet. The United States and Europe own 
the majority of the IP address space. Emerging countries like China need more IP 
addresses than what is available, driving the need for a larger address space.

Also, in the twenty-first century, devices other than computers need an Internet 
address. Cell phones, PDAs, vehicles, and appliances are all becoming part of the 
Internet. There simply are not enough IPv4 addresses to go around. So the big 
question is, how much is enough?

The current world population is more than six billion people, so there are more 
people than there are IPv4 addresses. If you assume everyone will eventually need 
at least one IP address, it is easy to see IPv4 does not have enough addresses. For 
every bit added to an IP address, the size of the address space doubles. A 33-bit IP 
address has around 8.5 billion addresses. A 34-bit IP address has about 17 billion 
possible addresses, and so on. IP version 6 (IPv6) uses 128 bits and it is interest-
ing to investigate if 128 bits satisfies the need for more IP addresses.

Using 128 bits gives a theoretical address space of 3.4 * 1038 addresses. This is 3.4 
followed by 38 zeros, or 3,400,000,000,000,000,000,000,000,000,000,000,000,000. 
Wow! That looks like a BIG number. But how big is it? To put this number in 
perspective, we need something to compare it to.

There are approximately 100 billion nerve cells in your brain or 1 * 1011. If you 
divide the number of possible IPv6 addresses by the number of nerve cells in your 
brain you get

3.4 * 1038 / 1.0 * 1011 = 3.4 * 1027 IPv6 address for every nerve cell in your brain.

There are approximately 7 * 1027 atoms in your body. 3.4 * 1038 / 7.0 * 1027 = 
4.86 * 1010 IPv6 address for every atom in your body. This is more than 48 billion! Of 
course, you have to share these addresses with 6 billion plus people, so every atom 
in your body can only have 8 billion IPv6 addresses. By now you should be con-
vinced that the number of possible addresses using 128 bits should last us for 
quite awhile.
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IPv6 Address Format

IPv4 addresses are typically represented using the dotted decimal notation. For 
example, the 32-bit IPv4 address 100111000001101000100000000000012 can be 
represented as the dotted decimal number 156.26.21.1.

IPv6 uses eight 16-bit hexadecimal numbers (8 * 16 = 128 bits) separated by a 
colon to represent a 128-bit IPv6 address using the following rules:

■ Leading zeros in each 16-bit field are optional.

Example: The IPv6 address

1A23:120B:0000:0000:0000:7634:AD01:004D can be represented by

1A23:120B:0:0:0:7634:AD01:004D

■ Successive fields with the value 0 can be represented by a pair of colons (::).

Example: The IPv6 address

1A23:120B:0000:0000:0000:7634:AD01:004D can be represented by

1A23:120B::7634:AD01:4D

The double colon :: represents the number of 0s needed to produce eight 16-
bit hexadecimal numbers.

■ The double colon :: can be used only once to represent an IPv6 address.

Example: The IPv6 address

1A23:120B:0000:0000:1234:0000:0000:4D can be represented by

1A23:120B::1234:0:0:004D or

1A23:120B:0:0:1234::4D, but not by

1A23:120B::1234::4D because there is no way to determine how many 
zeros each :: represents.
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IPv6 Address Types

IPv4 uses two types of addresses: unicast and multicast. Unicast addresses are the 
Class A, B, and C addresses and are used to identify a single host on the Internet. 
Multicast addresses are used to identify multiple hosts for the delivery of multi-
cast traffic (discussed in more detail in Chapter 9, “Multicast—What the Post 
Office Can’t Do”). IPv6 has three major address types: unicast, multicast, and 
anycast.

IPv6 unicast addresses are divided into five groups:

■ Global unicast addresses—Equivalent in function to an IPv4 unicast address 
using 64 bits for the network ID and 64 bits for the host ID.

■ Site-local unicast addresses—Equivalent to the IPv4 private addresses such 
as 10.0.0.0 and 172.16.0.0.

■ Link-local unicast addresses—An IPv6 address that is automatically config-
ured on an interface allowing hosts on the same subnet to communicate with 
each other without the need for a router.

■ IPv4-compatible IPv6 addresses—Used to transport IPv6 messages over an 
IPv4 network. An IPv4 address is placed in the low-order 32 bits of an IPv6 
address. For example, the IPv4-compatible IPv6 address for the IPv4 
address 156.26.32.1 is

0:0:0:0:0:0:156.26.32.1 = ::156.26.32.1 = ::9C1A2001

■ IPv4-mapped IPv6 addresses—Similar to an IPv4-compatible address, and 
used to represent an IPv4 interface as an IPv6 interface using 16 ones before 
the IPv4 address. For example, the IPv4-mapped IPv6 address for the IPv4 
address 156.26.32.1 is

0:0:0:0:0:FF:156.26.32.1 = ::FFFF:9C1A:2001

IPv6 multicast addresses serve the same function as IPv4 mulitcast addresses 
(again, more on this in Chapter 9). The anycast address type is a unicast address 
assigned to a set of interfaces, and a packet is sent to the nearest interface.
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IPv6 provides enough addresses to last for a very long time. Eventually, the Inter-
net will move to the use of IPv6; and, for a time, IPv4 and IPv6 will both be used. 
Routing protocols must be able to handle both address formats. For an in-depth 
discussion of IPv6, refer to the references at the end of the chapter.

Summary
The delivery of an IP packet is similar in concept to the delivery of a letter in the 
postal system. The destination address on a letter consists of two parts used to 
deliver the letter to the final destination. The state, city, and street name are used 
to route the letter to the proper street. This is analogous to the network portion of 
an IP address used to route an IP packet to the proper network. The street number 
is used to determine the proper house while the host portion of an IP address is 
used to determine the destination host. The name on the letter determines the 
recipient of the letter, and on the Internet, the UDP or TCP port number serves a 
similar function. The port number is used to deliver the data to the proper applica-
tion.

Although the concepts of mail and IP packet delivery are similar, the addressing 
details of IP are much more complicated and difficult to master. If you are plan-
ning on becoming a network professional, it is imperative that you master the 
details of IP addressing, subnetting, and summarization.

Chapter Review Questions
You can find the answers to these questions in Appendix A.

1. What is the broadcast address for network 142.16.72.0/23?

2. Subnet 198.4.81.0/24 into the maximum number of networks that can sup-
port 28 hosts each.

3. What is the broadcast address for network 198.4.81.96/27?
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4. What is the prefix and subnet mask that summarizes the following networks: 

162.8.0.0/22

162.8.4.0/22

162.8.8.0/22

162.8.12.0/22

5. Using the following routing table, determine the best route to reach the host 
at address 132.19.237.5.

Network Output Interface

132.0.0.0/8 Serial 0

132.16.0.0/11 Ethernet 1

132.16.233.0/22 Ethernet 2

6. What is the range of host addresses for network 172.16.53.96/27?

7. How many two-host subnets can be made from a /24 network?

8. What is the full IPv6 address represented by FF02::130F:5?
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IGMP snooping, 346
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IP, 85
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TCP, 92–93

UDP, 92
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converting to octal, 52–53
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scaling, 323–324
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 Management Protocol), 343
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join messages, 343–344

IGMP snooping, 346

IGRP (Interior Gateway Routing 
 Protocol), 165–166
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calculating, 168–171
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IGRP (Interior Gateway Routing  Protocol)
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interior routing protocols, 165

IGRP, 165–166

limitations of, 172–174

metric, 165, 168–171

inter-LAN communication, 81–84
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default gateway, 81
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IP Precedence field, 87–88

inter-LAN communication, 81–84
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IPv6
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multicast addresses, 117–118

unicast addresses, 117

IS-IS (Intermediate System-to-
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Level 1 routing, 250

Level 2 routing, 250
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injecting IP prefixes into BGP routing table
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wide, 263–264
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route leaking, 272–273

route summarization, 270–271
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configuring, 256–261

versus IP networks, 245–249
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join messages (IGMP), 343–344

leaf routers, 349

leaking IS-IS routes, 272–273
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Level 1 routing, 250

Level 2 routing, 250
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of hop counts, 146–147

of IGRP, 172–174

link-state protocols
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 configuring, 264–269

narrow metrics, 262
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route leaking, 272–273
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configuring, 256–261
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OSPF, 198–199

ABRs, 214–215
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ASBRs, 215–216

configuring, 203–207
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227–228

external routes, 219

interarea routes, 218

internal routers, 216–217
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metrics, 213–214

neighbor discovery, 209–212
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link-state protocols
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properties of, 200

route summarization, 229–230

router ID, 201–203

shortest path selection, 234–238

stub areas, 220–221

timers, 212–213

totally NSSAs, 226–227

totally stubby areas, 221–222

virtual links, 230–234

load (IGRP), 169

LOCAL_PREF attribute (BGP), 288

loopback addresses, 73

loopback interfaces, 201

IBGP, 320–323

LSAs (OSPF), 199, 238–239

M
MD5, 154–155

MED attribute (BGP), 289–290

metrics, 165, 168

EIGRP, 178

IGRP, calculating, 168–171

IS-IS, 261

narrow, 262

wide, 263–264

OSPF, 213–214

shortest path selection, 234–238

MSDP (Multicast Source Discovery
 Protocol), 360

multicast Ethernet addresses, 341

multicast forwarding

leaf routers, 349

RPF, 346–348

multicast IP addresses

converting to multicast Ethernet 
addresses, 341–343

IPv6, 117–118

multicast LSAs, 239

multicast routing

PIM DM, 349–350

configuring, 350–352

verifying neighbors, 352–353

PIM SM, 353–354

configuring, 354–361

RPs, 354

reserved addresses, 362

versus unicast, 337–340

multicast switching, 340

IGMP, 343

group management, 345

join messages, 343–344

IGMP snooping, 346
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IS-IS, 250–251

configuring, 264–269

OSPF, 196–198

link-state protocols
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OSPF, 209–212

NET (network entity title), 258
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network LSAs, 238

network summarization, EIGRP, 
 186–189

network summary LSAs, 239

next hops, 129

NEXT_HOP attribute (BGP), 291

NOTIFICATION messages (BGP),
 297–298

NSAP addresses, 247–249

NSEL (NSAP selector), 248–249

NSSAs (not-so-stubby areas), 
 222–226

external LSAs, 239
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octal numbering system, 44

converting to binary, 50

converting to decimal, 45, 51

converting to dotted decimal, 52

converting to hexidecimal, 51

open-standard documentation, 165
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 (BGP), 283

optional transitive attributes 
 (BGP), 283

ORIGIN attribute (BGP), 290–291

OSPF (Open Shortest Path First),
 195

ABRs, 214–215

areas, 196–198

NSSAs, 222–226

stub areas, 220–221

totally NSSAs, 226–227

totally stubby areas, 221–222

ASBRs, 215–216

comparing with IS-IS, 273–274

configuring, 203–207

external route summarization, 
227–228

external routes, 219

interarea routes, 218

internal routers, 216–217

link states, 198–199

LSAs, 199

LSAs, 238–239

metrics, 213–214

neighbor discovery, 209–212

properties of, 200

route redistribution, 216

route summarization, 229–230

router ID, 201–203

shortest path selection, 234–238

OSPF (Open Shortest Path First)
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timers, 212–213

virtual links, 230–234

wildcard bits, 206

P
packets, 84

IP header format, 85

DSCP field, 89–90

fields, 86–88

IP Precedence field, 87–88

passive-interface command, 132

password authentication, RIPv2, 153

physical addresses, 79

PIM DM (Protocol Indendent 
 Multicast Dense Mode), 349–350

configuring, 350–352

verifying neighbors, 352–353

PIM SM (Protocol Indendent 
 Multicast Sparse Mode), 353–354

configuring, 354

with Anycast RP, 359–361

with Auto-RP, 356–357

with PIM SM version 2, 357–358

with Static RP, 355–356

RPs, 354

version 2, configuring, 357–358

poison reverse, 138

private IP addressing, 74–75

process ID (OSPF), 205

properties
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of OSPF, 200

proprietary protocols, 165

protocols, 4

addressing, 6–8

message delivery, 8–18

core layer, 22–29

distribution layer, 18–21

public IP addresses, 74

R
redistribution, injecting IP prefixes
 into BGP routing table, 305–307

reliability (IGRP), 169

reported distance, 180

reserved multicast addresses, 362

resolving IP addresses, 75–77

ARP, 78–79

RIP (Routing Information 
 Protocol), 130

administrative distance, 134–135

advertising, 133

convergence, 139–141

counting to infinity, 136

debugging, 131

MD5, configuring, 154–155

poison reverse, 138

route summarization, 155–160

split horizon, 137 

OSPF (Open Shortest Path First)
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RIPv1, 131

output algorithm, 147–148

RIPv2

security, 153

VLSMs, 150–151

route leaking, IS-IS, 272–273

route redistribution, OSPF, 216

route reflectors, scaling IBGP, 
 324–325

route summarization, 105–107, 
 155–160

BGP, 328–332

IP prefixes, 107–111

IS-IS, 270–271

route summarization (OSPF), 
 229–230

route update algorithm, EIGRP, 
 179–186

router ID (OSPF), 201–203

router LSAs, 238

router rip command, 131

routing protocols, 132

classless, 152

convergence, 139–141

distance-vector, 135–136

hop counts, limitations of, 146–147

RPF (Reverse Path Forwarding),
 346–348

RPs (rendezvous points), 354
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scaling

IBGP, 323–324

with confederations, 325–327

with route reflectors, 324–325

security

authentication, MD5, 154

RIPv2, 153

selecting OSPF shortest path, 
 234–238

shared delivery trees, 353–354

shortest path selection (OSPF), 
 234–238

show ip pim neighbor command,
 352–353

SIA (stuck in active), 185

single-area IS-IS networks, 249

configuring, 256–261

Level 1 routing, 250

Level 2 routing, 250

sockets, 92

split horizon, 137

static routes, 129

Static RP, configuring PIM SM,
 355–356

stub areas, 220–221

subnet masks, VLSMs, 142–145

RIPv2, 150–151

subnetting, 96–103

successors, 181

successors
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BGP routes, 328–332

IP routes, 105–107

IP prefixes, 107–111

IS-IS routes, 270–271

OSPF routes, 229–230

external routes, 228

supernetting, 113
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TCP headers, 92–93

TCP/IP (Transmission Control 
 Protocol/Internet Protocol) 
 model, 90–91

data flow, 93

sockets, 92

TCP header, 92–93

UDP header, 92

timers, OSPF, 212–213

totally NSSAs, 226–227

totally stubby areas, 221–222

triggered updates, 141

U
UDP (User Datagram Protocol)
 headers, 92

unicast IPv6 addresses, 117

unicast routing versus multicast

 routing, 337–340

UPDATE messages (BGP), 297

update times, 141

V
verifying PIM DM neighbors, 
 352–353

version 1 command, 131

virtual links (OSPF), 230–234

VLSMs (variable-length subnet 
masks), 142–145

RIPv2, 150–151

W-Z
WEIGHT attribute (BGP), 287–288

well-known discretionary 
 attributes (BGP), 283

well-known mandatory 
 attributes (BGP), 282

wide metrics (IS-IS), 263–264

wildcard bits (OSPF), 206

summarization
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