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Icons Used in This Book

Router Switch Cloud File/
Application Server

Command Syntax Conventions
The conventions used to present command syntax in this book are the same  conventions 
used in the IOS Command Reference. The Command Reference describes these 
 conventions as follows:

 ■ Boldface indicates commands and keywords that are entered literally as shown. In 
actual configuration examples and output (not general command syntax), boldface 
indicates commands that are manually input by the user (such as a show command).

 ■ Italic indicates arguments for which you supply actual values.

 ■ Vertical bars (|) separate alternative, mutually exclusive elements.

 ■ Square brackets ([ ]) indicate an optional element.

 ■ Braces ({ }) indicate a required choice.

 ■ Braces within brackets ([{ }]) indicate a required choice within an optional element.
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Foreword
Greetings from the past. I am writing this foreword in what is for you the bygone techno-
logical era of February 2017. Back then (or now, to me), most cars still had human drivers. 
We still needed traffic lights, and most of those lights ran on timers, completely blind to 
the traffic on the streets. As I write this, most residential utility meters are mechanical, 
and utility workers have to walk from house to house to get readings. The vast majority 
of toasters can’t tweet.

I joined Cisco in 2013 and became the company’s Internet of Things leader in 2015. The 
scope and velocity of the technological change my team sees is immense—so much so 
that book forewords can have a short shelf life.

But we can prepare for the changes and opportunities that are coming at us. We will 
have to use different tools from the ones we used to build the current Internet. We need 
a rock-solid understanding of the fundamentals of the Internet of Things: Where we are 
today, the challenges we face, and where those opportunities lie. Cisco’s most knowledge-
able engineers and top technical talent wrote this book so we could build toward this 
future together.

Where Things Are

I expect this book to be a useful tool for you, even if you don’t pick it up until 2020, 
when the number of “Internet of Things” (if we still call it that) devices might have 
reached 50 billion, from a paltry 6.4 billion in 2016. Manufacturing plants will be smarter 
and more efficient than they’ve ever been, thanks to their capabilities to process, share, 
and react to sensor information and other data. Complex machines like cars will be 
comprehensively metered, down to the component level, with their massive data streams 
fanning out into vast analytics systems that serve life-safety, ecological, and financial ser-
vices—and even the manufacturing plants that made them—in real time. The things will 
become so smart—tractors, teacups, tape measures—that the product companies will be 
transformed into services companies.

It will have been the biggest technology transition the world has ever seen.

Currently, the networking protocols to collect and collate and analyze and transmit that 
data are still evolving—fast. We have a robust and stable Internet, but it was built to con-
nect people and general-purpose computers, not billions of highly specialized devices 
sending out constant streams of machine data.

Our global network is designed to mimic point-to-point connectivity, and it is, for the 
most part, neutral to the devices that connect to it and to the types of data they are 
designed to send and receive. Currently, several companies, including Cisco, are coming 
up with ways to add a layer of mediation between the billions of devices coming online 
and the data and analytical warehouses that will be the repositories of their data for busi-
ness and other applications. (We call this layer “the edge,” for now.)
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Since a lot of the data and telemetry that devices create will need to be sent wirelessly, 
we’re also doing what we can to improve the reliability and speed of data transfer, as well 
as to lower its latency and the power it takes to send each bit. There are several emerging 
wireless standards in this race. And in a few years, there will still be several—because dif-
ferent types of devices and applications will need different things from their wireless sys-
tems. Currently, the mobile carriers are the big players that are being joined by the largest 
consumers of data services, like the energy and transportation companies. The next few 
years are going to see a lot of competition and innovation as old and new companies 
compete to be the transporters of all this information.

We’re also working to make sure that IoT devices themselves can strengthen the security 
of the networks they use. Right now (in your past), the network itself has very limited 
knowledge of what types of data it should be sending and what it should not be. Devices 
can get hijacked to attack other devices—or the network itself. By the time you read this, 
I am confident that this security problem along with other IoT challenges, such as scal-
ability and interoperability issues, will be closer to getting solved. This book will help us 
get there. It is an educational resource that captures the fundamentals of IoT in a coher-
ent and comprehensive manner. IoT is poised to change our world, and this book provides 
the necessary foundation for understanding and navigating the shifting IoT  landscape.

The Adoption Curve

From my vantage point in 2017, it’s clear we have a lot of work ahead of us to make the 
Internet of Things into a fabric that all businesses can easily connect to. I’m sure it’s 
going to get done, though. And soon. I know this because we’re building the tools our-
selves here at Cisco and because I talk all the time to business leaders and entrepreneurs 
who are betting their companies on IoT-powered processes.

Building IoT solutions, keeping them safe, making them inexpensive and maintainable, 
and processing and profiting from the data they generate are all enormous opportunities. 
My team’s job is to make all these jobs easier for you, and it all starts with education—
ours and yours.

— Rowan Trollope, SVP and GM of IoT and Applications Groups, Cisco
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Introduction
A major technology shift is happening in our world, and it is centered around the Internet 
of Things (IoT). The IoT is all about connecting the unconnected. Most of the objects 
in our current world are not connected to a computer network, but that paradigm is rap-
idly changing. Previously unconnected objects that are all around us are being provided 
with the ability to communicate with other objects and people, which in turn drives new 
services and efficiencies in our daily lives. This is the basic premise behind IoT and illus-
trates why some theorize that it will be as transformative as the Industrial Revolution.

We, the authors of this book, have decades of computer networking experience, much 
of it focused on IoT and related technologies. Our combined experience with IoT ranges 
from early product deployments and testing, to network design, to implementation, train-
ing, and troubleshooting. This experience allowed us to take a pragmatic approach to 
writing on this subject and distill the essential elements that form the foundation or fun-
damentals for this topic. This book embodies principal elements that you need for under-
standing IoT from both a technical perspective and an industry point of view.

This book leverages a three-part approach for teaching the fundamentals of IoT. Part I 
provides a high-level overview of IoT and what you need to know from a design perspec-
tive. Part II takes you through the technical building blocks of IoT, including the perti-
nent technologies and protocols. Finally, Part III steps you through common industry use 
cases so you can see how IoT is applied in the real world.

To successfully work in the IoT area, you must have a fundamental understanding of 
IoT principles and use cases. This book provides this knowledge in a logical format that 
makes it not only a great general resource for learning about IoT now but also a handy 
reference for more specific IoT questions you may have in the future.

Who Should Read This Book?

This book was written for networking professionals looking for an authoritative and com-
prehensive introduction to the topic of IoT. It is focused on readers who have networking 
experience and are looking to master the essential concepts and technologies behind IoT 
and how they are applied, resulting in basic proficiency. Therefore, readers should have 
a basic understanding of computer networking concepts and be familiar with basic net-
working terminology. Readers may be advanced-level networking students or hold titles 
or positions such as network operator, administrator, and manager; network designer or 
architect; network engineer; network technician; network analyst or consultant; and net-
work database administrator.
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How This Book Is Organized

Part I, “Introduction to IoT”

Part 1 helps you make sense of the IoT word. This word has often been misused and can 
cover multiple realities. This first part of the book helps you understand what exactly 
IoT is and provides an overview of the landscape of smart objects, from those that 
control telescope mirrors with hundreds of actions per seconds, to those that send rust 
information once a month. This part also shows you how IoT networks are designed and 
 constructed.

Chapter 1, “What Is IoT?”

This chapter provides an overview of the history and beginnings of IoT. This chapter also 
examines the convergence of operational technology (OT) and informational technology 
(IT) and provides a reference model to position IoT in the general network landscape.

Chapter 2, “IoT Network Architecture and Design”

Multiple standards and industry organizations have defined specific architectures for IoT, 
including ETSI/oneM2M and the IoT World Forum. This chapter compares those archi-
tectures and suggests a simplified model that can help you articulate the key functions of 
IoT without the need for vertical-specific elements. This chapter also guides you through 
the core IoT functional stack and the data infrastructure stack.

Part II, “Engineering IoT Networks”

Once you understand the IoT landscape and the general principles of IoT networks, Part 
II takes a deep dive into IoT network engineering, from smart objects and the network 
that connects them to applications, data analytics, and security. This part covers in detail 
each layer of an IoT network and examines for each layer the protocols in place (those 
that have been there for a long time and new protocols that are gaining traction), use 
cases, and the different architectures that define an efficient IoT solution.

Chapter 3, “Smart Objects: The ‘Things’ in IoT”

Smart objects can be of many types, from things you wear to things you install in walls, 
windows, bridges, trains, cars, or streetlights. This chapter guides you through the differ-
ent types of smart objects, from those that simply record information to those that are 
programmed to perform actions in response to changes.

Chapter 4, “Connecting Smart Objects”

Once you deploy smart objects, they need to connect to the network. This chapter 
guides you through the different elements you need to understand to build a network 
for IoT: connection technologies, such as 802.15.4, 802.15g, 802.15e 1901.2a, 802.11ah, 
LoRaWAN, NB-IoT, and other LTE variations; wireless bands and ranges; power consider-
ations; and topologies.
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Chapter 5, “IP as the IoT Network Layer”

Early IoT protocols did not rely on an OSI network layer. This chapter shows you how, as 
IoT networks now include millions of sensors, IP has become the protocol of choice for 
network connectivity. This chapter also details how IP was optimized, with enhancements 
like 6LoWPAN, 6TiSCH, and RPL, to adapt to the low-power and lossy networks (LLNs) 
where IoT usually operates.

Chapter 6, “Application Protocols for IoT”

Smart objects need to communicate over the network with applications to report on envi-
ronmental readings or receive information, configurations, and instructions. This chapter 
guides you through the different common application protocols, from MQTT, CoAP, and 
SCADA to generic and web-based protocols. This chapter also provides architecture rec-
ommendations to optimize your IoT network application and communication efficiency.

Chapter 7, “Data and Analytics for IoT”

Somewhere in a data center or in the cloud, data coming from millions of sensors is ana-
lyzed and correlated with data coming from millions of others. Big data and machine 

learning are keywords in this world. This chapter details what big data is and how 
machine learning works, and it explains the tools used to make intelligence of large 
amount of data and to analyze in real time network flows and streams.

Chapter 8, “Securing IoT”

Hacking an IoT smart object can provide very deep access into your network and data. 
This chapter explains the security practices for IT and OT and details how security is 
applied to an IoT environment. This chapter also describes tools to conduct a formal risk 
analysis on an IoT infrastructure.

Part III, “IoT in Industry”

Once you know how to architect an IoT network, Part III helps you apply that knowledge 
to key industries that IoT is revolutionizing. For each of the seven verticals covered in this 
part, you will learn how IoT can be used and what IoT architecture is recommended to 
increase safety, operational efficiency, and user experience.

Chapter 9, “Manufacturing”

Any gain in productivity can have a large impact on manufacturing, and IoT has 
 introduced a very disruptive change in this world. This chapter explains connected 
 manufacturing and data processing for this environment, and it details the architecture 
and components of a converged factory, including IACS and CPwE. This chapter also 
examines the process automation protocols, including EtherNet/IP, PROFINET, and 
Modbus/TCP.
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Chapter 10, “Oil and Gas”

Oil and gas are among the most critical resources used by modern society. This chapter 
shows how IoT is massively leveraged in this vertical to improve operational efficiency. 
This chapter also addresses the sensitive topic of OT security and provides architectural 
recommendations for IoT in the oil and gas world.

Chapter 11, “Utilities”

Utility companies provide the services that run our cities, businesses, and entire 
 economy. IoT in this vertical, and the ability to visualize and control energy 
 consumption, is critical for the utility companies and also for end users. This chapter 
guides you through the GridBlocks reference model, the substation and control systems, 
and the FAN GridBlocks, to help you understand the smart grid and how IoT is used in 
this  vertical.

Chapter 12, “Smart and Connected Cities”

Smart and connected cities include street lighting, smart parking, traffic optimization, 
waste collection and management, and smart environment. These various use cases are 
more and more being combined into organized citywide IoT solutions where data and 
smart objects serve multiple purposes. This chapter discusses the various IoT solutions 
for smart and connected cities.

Chapter 13, “Transportation”

This chapter talks about roadways, rail, mass transit, and fleet management. You will 
learn how IoT is used to allow for communication between vehicles and the infrastructure 
through protocols like DSRC and WAVE and how IoT increases the efficiency and safety 
of the transportation infrastructure.

Chapter 14, “Mining”

The mining industry is often described as “gigantic vehicles moving gigantic volumes 
of material.” IoT is becoming a key component in this world to maintain competiveness 
while ensuring safety. From self-driving haulers to radar-guided 350-metric-ton shovels, 
this chapter shows you the various use cases of IoT in mining. This chapter also suggests 
an architectural IoT strategy for deploying smart objects in an ever-changing and often 
extreme environment.

Chapter 15, “Public Safety”

The primary objective of public safety organizations is to keep citizens, communities, 
and public spaces safe. These organizations have long been at the forefront of new tech-
nology adoption, and IoT has become a key component of their operations. This chapter 
describes the emergency response IoT architecture and details how public safety opera-
tors leverage IoT to better exchange information and leverage big data to respond more 
quickly and efficiently to emergencies.
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It is often said that if World War III breaks out, it will be fought in cyberspace. As IoT 
brings more and more systems together under the umbrella of network connectivity, 
security has never been more important. From the electrical grid system that powers our 
world, to the lights that control the flow of traffic in a city, to the systems that keep air-
planes flying in an organized and efficient way, security of the networks, devices, and the 
applications that use them is foundational and essential for all modern communications 
systems. Providing security in such a world is not easy. Security is among the very few, 
if not the only, technology disciplines that must operate with external forces continually 
working against desired outcomes. To further complicate matters, these external forces 
are able to leverage traditional technology as well as nontechnical methods (for example, 
physical security, operational processes, and so on) to meet their goals. With so many 
potential attack vectors, information and cybersecurity is a challenging, but engaging, topic 
that is of critical importance to technology vendors, enterprises, and service  providers alike.

Information technology (IT) environments have faced active attacks and information 
security threats for many decades, and the incidents and lessons learned are well-known 
and documented. By contrast, operational technology (OT) environments were tradition-
ally kept in silos and had only limited connection to other networks. Thus, the history 
of cyber attacks on OT systems is much shorter and has far fewer incidents documented. 
Therefore, the learning opportunities and the body of cataloged incidents with their 
 corresponding mitigations are not as rich as in the IT world. Security in the OT world 
also addresses a wider scope than in the IT world. For example, in OT, the word security 
is almost synonymous with safety. In fact, many of the industrial security standards that 
form the foundation for industrial IoT security also incorporate equipment and personnel 
safety recommendations.

It is for these reasons that this chapter focuses on the core principles of securing OT 
environments. IT security is a vast domain with many books dedicated to its various 
aspects. An exhaustive treatment of the subject is simply not possible in one chapter, so 
we instead focus on OT security and the elements of IT security that are fundamental 

Securing IoT

Chapter 8
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to OT security. In addition, the industry-specific chapters in Part III, “IoT in Industry,” 
 discuss the application of security to specific industry verticals.

This chapter provides a historical perspective of OT security, how it has evolved, and 
some of the common challenges it faces. It also details some of the key differences 
between securing IT and OT environments. Finally, this chapter explores a number of 
practical steps for creating a more secure industrial environment, including best  practices 
in introducing modern IT network security into legacy industrial environments. 
It includes the following sections:

 ■ A Brief History of OT Security: This section provides an overview of how OT 
 environments have evolved and the impact that the evolution has had on securing 
operational networks.

 ■ Common Challenges in OT Security: This section provides a synopsis of  different 
security challenges in operational environments, including legacy systems and 
 insecure protocols and assets.

 ■ How IT and OT Security Practices and Systems Vary: This section provides a com-
parison between the security practices in enterprise IT environments and operational 
industrial environments.

 ■ Formal Risk Analysis Structures: OCTAVE and FAIR: This section provides 
a  holistic view of securing an operational environment and a risk assessment 
 framework that includes the people, processes, and vendor ecosystem components 
that make up a control system.

 ■ The Phased Application of Security in an Operational Environment: This  section 
provides a description of a phased approach to introducing modern network 
 security into largely preexisting legacy industrial networks.

A Brief History of OT Security
To better understand the current situation in industrial environments, it is important to 
differentiate between assumptions and realities. Few topics in information technology 
inspire more fear, uncertainty, or doubt than cybersecurity. This chapter is therefore 
 limited to incidents and data sources from official sources rather than public media 
reports or uncorroborated third-party accounts.

More than in most other sectors, cybersecurity incidents in industrial environments can 
result in physical consequences that can cause threats to human lives as well as damage 
to equipment, infrastructure, and the environment. While there are certainly traditional 
IT-related security threats in industrial environments, it is the physical manifestations and 
impacts of the OT security incidents that capture media attention and elicit broad-based 
public concern.

One example of a reported incident where physical damage was caused by a 
 cybersecurity attack is the Stuxnet malware that damaged uranium enrichment systems 
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in Iran. Another example is an event that damaged a furnace in a German smelter. In both 
incidents, multiple steps led to the undesirable outcomes. Many of the security  policies 
and mitigation procedures that were in place went unheeded; however, if  properly 
 implemented, they could have impeded or possibly stopped the attacks entirely. For 
example, Stuxnet is thought to have been deployed on USB memory sticks up to two 
years before it was finally identified and discovered.

In addition to physical damage, operational interruptions have occurred in OT environ-
ments due to cybersecurity incidents. For example, in 2000, the sewage control system 
of Maroochy Shire in Queensland, Australia, was accessed remotely, and it released 
800,000 liters of sewage into the surrounding waterways. In 2015, the control systems 
of the Ukrainian power distribution operator Kyiv Oblenergo were remotely accessed by 
 attackers, causing an outage that lasted several hours and resulted in days of degraded 
service for thousands of customers. In both cases, known mitigation techniques could 
have been applied to detect the attacks earlier or block the ability to hijack production 
systems and affect service.

Historically, attackers were skilled individuals with deep knowledge of technology and 
the systems they were attacking. However, as technology has advanced, tools have been 
created to make attacks much easier to carry out. To further complicate matters, these 
tools have become more broadly available and more easily obtainable. Compounding this 
problem, many of the legacy protocols used in IoT environments are many decades old, 
and there was no thought of security when they were first developed. This means that 
attackers with limited or no technical capabilities now have the potential to launch cyber 
attacks, greatly increasing the frequency of attacks and the overall threat to end opera-
tors. It is, however, a common misconception that attackers always have the advantage 
and that end operators lack effective defensive capabilities. An important advantage for 
operators is the fact that they are far more familiar with their environment and have a 
better understanding of their processes, and can thus leverage multiple technologies and 
capabilities to defend their networks against attack. This is critical as networks will 
continue to face ever-evolving and changing methods of attack that will be increasingly 
difficult to defend against and respond to.

Communication networks, both local and geographically dispersed, have been used in 
industrial environments for decades. For example, remote monitoring of substations in 
utilities and communications between semi-autonomous systems in manufacturing are 
long-standing examples of such OT networks. These OT-specific communication systems 
have typically been standalone and physically isolated from the traditional IT enterprise 
networks in the same companies. While it follows the traditional logic of “security 
through obscurity,” this form of network compartmentalization has led to the indepen-
dent evolution of IT and OT networks, with interconnections between the environments 
strictly segregated and monitored.

The isolation between industrial networks and the traditional IT business networks has 
been referred to as an “air gap,” suggesting that there are no links between the two. 
While there are clearly examples of such extreme isolation in some industries, it is actu-
ally not an accurate description of most IoT networks today. Broadly speaking, there is a 
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varying amount of interconnection between OT and IT network environments, and many 
interdependencies between the two influence the level of interconnection.

In addition to the policies, regulations, and governance imposed by the different 
 industrial environments, there is also a certain amount of end-user preference and 
 deployment-specific design that determines the degree of isolation between IT and OT 
environments. While some organizations continue to maintain strict separation, others 
are starting to allow certain elements of interconnection. One common example of this is 
the use of Ethernet and IP to transport control systems in industrial environments. 
As much as IT and OT networks are still operated and managed separately in a good 
portion of the world, the prevailing trend is to consolidate networks based on IT-centric 
technologies such as TCP/IP, Ethernet, and common APIs.

This evolution of ever-increasing IT technologies in the OT space comes with the benefits 
of increased accessibility and a larger base of skilled operators than with the nonstandard 
and proprietary communication methods in traditional industrial environments. The chal-
lenges associated with these well-known IT standards is that security vulnerabilities are 
more widely known, and abuse of those systems is often easier and occurs on a much 
larger scale. This accessibility and scale makes security a major concern, particularly 
because many systems and devices in the operational domain were never envisioned to 
run on a shared, open standards–based infrastructure, and they were not designed and 
developed with high levels of built-in security capabilities.

Projects in industrial environments are often capital intensive, with an expected life span 
that can be measured in decades. Unlike in IT-based enterprises, OT-deployed solutions 
commonly have no reason to change as they are designed to meet specific (and often 
single-use) functions, and have no requirements or incentives to be upgraded. A huge 
focus and priority in OT is system uptime and high availability, so changes are typically 
only made to fix faults or introduce new system capabilities in support of that goal. As a 
result, deployed OT systems often have slower development and upgrade cycles and can 
quickly become out of sync with traditional IT network environments. The outcome is 
that both OT technologies and the knowledge of those looking after those operational 
systems have progressed at a slower pace than their IT counterparts.

Most of the industrial control systems deployed today, their components, and the  limited 
associated security elements were designed when adherence to published and open 
standards were rare. The proprietary nature of these systems meant that threats from the 
outside world were unlikely to occur and were rarely addressed. There has, however, been 
a growing trend whereby OT system vulnerabilities have been exposed and reported. 
This increase is depicted in Figure 8-1, which shows the history of vulnerability disclo-
sures in industrial control systems (ICSs) since 2010. While the number of reports has 
been increasing over the past years, it is likely that there are still many others that are not 
reported or discovered.
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Figure 8-1 History of Vulnerability Disclosures in Industrial Control Systems Since 2010 
(US Industrial Control Systems Cyber Emergency Response Team (ICS-CERT)  
https://ics-cert.us-cert.gov).

Given the slow rate of change and extended upgrade cycles of most OT environments, the 
investment in security for industrial communication and compute technologies has his-
torically lagged behind the investment in securing traditional IT enterprise environments.

Common Challenges in OT Security
The security challenges faced in IoT are by no means new and are not limited to specific 
industrial environments. The following sections discuss some of the common challenges 
faced in IoT.

Erosion of Network Architecture

Two of the major challenges in securing industrial environments have been initial design 
and ongoing maintenance. The initial design challenges arose from the concept that 
networks were safe due to physical separation from the enterprise with minimal or no 
connectivity to the outside world, and the assumption that attackers lacked sufficient 
knowledge to carry out security attacks. In many cases, the initial network design is 
sound and even follows well-defined industrial best practices and standards, such as the 
Purdue Model for Control Hierarchy that was introduced in Chapter 2, “IoT Network 
Architecture and Design.” The challenge, and the biggest threat to network security, is 
standards and best practices either being misunderstood or the network being poorly 
maintained. In fact, from a security design perspective, it is better to know that com-
munication paths are insecure than to not know the actual communication paths. It is 
more common that, over time, what may have been a solid design to begin with is eroded 
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through ad hoc updates and individual changes to hardware and machinery without 
 consideration for the broader network impact. This kind of organic growth has led to 
miscalculations of expanding networks and the introduction of wireless communication in 
a standalone fashion, without consideration of the impact to the original security design. 
These uncontrolled or poorly controlled OT network evolutions have, in many cases, 
over time led to weak or inadequate network and systems security.

There is a wide variety in secured network designs within and across different  industries. 
For example, power utilities have a strong history of leveraging modern technologies for 
operational activities, and in North America there are regulatory requirements in place 
from regulatory authorities, such as North American Electric Reliability Corporation’s 
(NERC’s) Critical Infrastructure Protection (CIP), discussed in greater detail in 
Chapter 11, “Utilities”), to implement secure network connectivity and control with 
 reasonably prescriptive actions. By contrast, in other industries, there are often no 
legislative requirements or compliance policies, which has resulted in widespread 
differences in security capabilities.

In many industries, the control systems consist of packages, skids, or components that 
are self-contained and may be integrated as semi-autonomous portions of the network. 
These packages may not be as fully or tightly integrated into the overall control system, 
network management tools, or security applications, resulting in potential risk.

Pervasive Legacy Systems

Due to the static nature and long lifecycles of equipment in industrial environments, 
many operational systems may be deemed legacy systems. For example, in a power utility 
environment, it is not uncommon to have racks of old mechanical equipment still operating 
alongside modern intelligent electronic devices (IEDs). In many cases, legacy components 
are not restricted to isolated network segments but have now been consolidated into the 
IT operational environment. From a security perspective, this is potentially dangerous 
as many devices may have historical vulnerabilities or weaknesses that have not been 
patched and updated, or it may be that patches are not even available due to the age of 
the equipment.

Beyond the endpoints, the communication infrastructure and shared centralized compute 
resources are often not built to comply with modern standards. In fact, their communi-
cation methods and protocols may be generations old and must be interoperable with 
the oldest operating entity in the communications path. This includes switches, routers, 
firewalls, wireless access points, servers, remote access systems, patch management, and 
network management tools. All of these may have exploitable vulnerabilities and must be 
protected.

Insecure Operational Protocols

Many industrial control protocols, particularly those that are serial based, were 
designed without inherent strong security requirements. Furthermore, their operation 
was often within an assumed secure network. In addition to any inherent weaknesses or 
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 vulnerabilities, their operational environment may not have been designed with secured 
access control in mind.

Industrial protocols, such as supervisory control and data acquisition (SCADA) (refer to 
Chapter 6, “Application Protocols for IoT”), particularly the older variants, suffer from 
common security issues. Three examples of this are a frequent lack of authentication 
between communication endpoints, no means of securing and protecting data at rest or 
in motion, and insufficient granularity of control to properly specify recipients or avoid 
default broadcast approaches. These may not be as critical in self-contained systems, 
but between zones or on longer network segments, such as a WAN (particularly a public 
WAN), they may be significant considerations.

The structure and operation of most of these protocols is often publicly available. While 
they may have been originated by a private firm, for the sake of interoperability, they 
are typically published for others to implement. Thus, it becomes a relatively simple 
matter to compromise the protocols themselves and introduce malicious actors that may 
use them to compromise control systems for either reconnaissance or attack purposes 
that could lead to undesirable impacts in normal system operation.

The following sections discuss some common industrial protocols and their respective 
security concerns. Note that many have serial, IP, or Ethernet-based versions, and the 
security challenges and vulnerabilities are different for the different variants.

Modbus

Modbus is commonly found in many industries, such as utilities and manufacturing 
 environments, and has multiple variants (for example, serial, TCP/IP). It was created by 
the first programmable logic controller (PLC) vendor, Modicon, and has been in use since 
the 1970s. It is one of the most widely used protocols in industrial deployments, and its 
development is governed by the Modbus Organization. For more details on Modbus, 
refer to Chapter 6.

The security challenges that have existed with Modbus are not unusual. Authentication 
of communicating endpoints was not a default operation because it would allow an inap-
propriate source to send improper commands to the recipient. For example, for a message 
to reach its destination, nothing more than the proper Modbus address and function call 
(code) is necessary.

Some older and serial-based versions of Modbus communicate via broadcast. The abil-
ity to curb the broadcast function does not exist in some versions. There is potential for 
a recipient to act on a command that was not specifically targeting it. Furthermore, an 
attack could potentially impact unintended recipient devices, thus reducing the need to 
understand the details of the network topology.

Validation of the Modbus message content is also not performed by the initiating appli-
cation. Instead, Modbus depends on the network stack to perform this function. This 
could open up the potential for protocol abuse in the system.
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DNP3 (Distributed Network Protocol)

DNP3 is found in multiple deployment scenarios and industries. It is common in  utilities 
and is also found in discrete and continuous process systems. Like many other ICS/SCADA 
protocols, it was intended for serial communication between controllers and simple IEDs. 
(For more detailed information on DNP3, refer to Chapter 6.)

There is an explicit “secure” version of DNP3, but there also remain many insecure 
 implementations of DNP3 as well. DNP3 has placed great emphasis on the reliable 
 delivery of messages. That emphasis, while normally highly desirable, has a specific 
 weakness from a security perspective. In the case of DNP3, participants allow for 
 unsolicited responses, which could trigger an undesired response. The missing security 
element here is the ability to establish trust in the system’s state and thus the ability to 
trust the veracity of the information being presented. This is akin to the security flaws 
presented by Gratuitous ARP messages in Ethernet networks, which has been addressed 
by Dynamic ARP Inspection (DAI) in modern Ethernet switches.

ICCP (Inter-Control Center Communications Protocol)

ICCP is a common control protocol in utilities across North America that is frequently 
used to communicate between utilities. Given that it must traverse the boundaries 
between different networks, it holds an extra level of exposure and risk that could 
expose a utility to cyber attack.

Unlike other control protocols, ICCP was designed from inception to work across a 
WAN. Despite this role, initial versions of ICCP had several significant gaps in the area 
of security. One key vulnerability is that the system did not require authentication for 
 communication. Second, encryption across the protocol was not enabled as a default 
 condition, thus exposing connections to man-in-the-middle (MITM) and replay attacks.

OPC (OLE for Process Control)

OPC is based on the Microsoft interoperability methodology Object Linking and 
Embedding (OLE). This is an example where an IT standard used within the IT domain 
and personal computers has been leveraged for use as a control protocol across an 
 industrial network.

In industrial control networks, OPC is limited to operation at the higher levels of the 
control space, with a dependence on Windows-based platforms. Concerns around OPC 
begin with the operating system on which it operates. Many of the Windows devices 
in the operational space are old, not fully patched, and at risk due to a plethora of well-
known vulnerabilities. The dependence on OPC may reinforce that dependence. While 
newer versions of OPC have enhanced security capabilities, they have also opened up 
new communications modes, which have both positive and negative security potential.

Of particular concern with OPC is the dependence on the Remote Procedure Call (RPC) 
protocol, which creates two classes of exposure. The first requires you to clearly under-
stand the many vulnerabilities associated with RPC, and the second requires you to 
 identify the level of risk these vulnerabilities bring to a specific network.
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International Electrotechnical Commission (IEC) Protocols

The IEC 61850 standard was created to allow vendor-agnostic engineering of power 
utility systems, which would, in turn, allow interoperability between vendors and stan-
dardized communication protocols. Three message types were initially defined: MMS 
(Manufacturing Message Specification), GOOSE (Generic Object Oriented Substation 
Event), and SV (Sampled Values). Web services was a fourth protocol that was added later. 
Here we provide a short summary of each, but for more information on IEC protocols, 
see Chapter 11:

 ■ MMS (61850-8.1): MMS is a client/server protocol that leverages TCP/IP and 
 operates at Layer 3. It provides the same functionality as other SCADA protocols, 
such as IEC 60870 and Modbus.

 ■ GOOSE (61850-8.1): GOOSE is a Layer 2 protocol that operates via multicast over 
Ethernet. It allows IEDs to exchange data “horizontally,” between bays and between 
substations, especially for interlocking, measurement, and tripping signals.

 ■ SV (61850-9-2): SV is a Layer 2 protocol that operates via multicast over Ethernet. It 
carries voltage and current samples, typically on the process bus, but it can also flow 
over the station bus.

Both GOOSE and SV operate via a publisher/subscriber model, with no reliability mecha-
nism to ensure that data has been received.

IEC 61850 has several known security deficiencies that could be leveraged by skilled 
attackers to compromise a control system. Authentication is embedded in MMS, but it 
is based on clear-text passwords, and authentication is not available in GOOSE or SV. 
Firmware is typically not signed, which means there is no way to verify its authenticity or 
integrity. GOOSE and SV have limited message integrity, which makes it relatively easy 
to impersonate a publisher.

When the standard was first released, there was minimal security capability in these 
 protocols, but this is being addressed by IEC 62351 with the introduction of well-known 
IT-based security measures, such as certificate exchange.

IEC 60870 is widely used for SCADA telecontrol in Europe, particularly in the power 
utility industry, and for widely geographically dispersed control systems. Part 5 of the 
standard outlines the communication profiles used between endpoints to exchange 
 telecontrol messages. 60870-5-101 is the serial implementation profile, 60870-5-104 is the 
IP implementation profile, and 60870-5-103 is used for protection equipment. Again, in 
the early iterations of IEC 60870-5, security was lacking. This is now being addressed by 
IEC 62351, with the 60870-5-7 security extensions work, applicable to 60870-101 and 
60870-104.

Other Protocols

At times, discussions about the security of industrial systems are decidedly focused on 
industrial control protocols as if they were the sum total of what would be observed or 
considered. This assumption is narrow-minded and problematic on many levels. In fact, 
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it is highly recommended that a security practitioner passively identify all aspects of the 
traffic traversing the network prior to implementing any kind of controls or security 
measures therein. Of particular importance are proper accounting, handling, and under-
standing of the most basic protocols, transport mechanisms, and foundational elements 
of any network, including ARP, UDP, TCP, IP, and SNMP.

Some specialized environments may also have other background control protocols. For 
example, many IoT networks reach all the way to the individual sensors, so protocols such 
as Constrained Application Protocol (CoAP) (see Chapter 6) and Datagram Transport 
Layer Security (DTLS) are used, and have to be considered separately from a security 
 perspective.

Device Insecurity

Beyond the communications protocols that are used and the installation base of 
 legacy  systems, control and communication elements themselves have a history of 
 vulnerabilities. As mentioned earlier in this chapter (see Figure 8-1), prior to 2010, the 
security community paid little attention to industrial compute, and as a result, OT 
 systems have not gone through the same “trial by fire” as IT systems. Figure 8-2 shows 
this graphically by simply overlaying the count of industrial security topics presented 
at the Black Hat security conference with the number of vulnerabilities reported for 
industrial control systems. The correlation between presentations on the subject of 
OT security at Black Hat and the number of vulnerabilities discovered is obvious, 
 including the associated slowing of discoveries.
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Figure 8-2 Correlation of Industrial Black Hat Presentations with Discovered Industrial 
Vulnerabilities (US Industrial Control Systems Cyber Emergency Response Team 
(ICS-CERT)  https://ics-cert.us-cert.gov).
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To understand the nature of the device insecurity, it is important to review the history of 
what vulnerabilities were discovered and what types of devices were affected. A review 
of the time period 2000 to 2010 reveals that the bulk of discoveries were at the higher 
levels of the operational network, including control systems trusted to operate plants, 
transmission systems, oil pipelines, or whatever critical function is in use.

It is not difficult to understand why such systems are frequently found vulnerable. First, 
many of the systems utilize software packages that can be easily downloaded and worked 
against. Second, they operate on common hardware and standard operating systems, 
such as Microsoft Windows. Third, Windows and the components used within those 
applications are well known to traditionally IT-focused security researchers. There is 
little need to develop new tools or techniques when those that have long been in place 
are  sufficiently adequate to breach the target’s defenses. For example, Stuxnet, the most 
famous of the industrial compute-based attacks, was initially successful because it was 
able to exploit a previously unknown vulnerability in Windows.

The ICS vendor community is also lagging behind IT counterparts with regard to security 
capabilities and practices, as well as cooperation with third-party security researchers. 
That said, this situation is beginning to get significant industry focus and is improving 
through a number of recent initiatives designed to formally address security vulnerability 
and system testing in the industrial environment. While there are some formal standards, 
such as ISO/IEC 15408 (Common Criteria), ISO/IEC 19790, and a few others, there 
remain few formal security testing entities. Beyond formal testing, there is little regula-
tory enforcement of common criteria that address device security testing.

It was not too long ago that the security research community was viewed as a threat, 
rather than as a valued and often free service to expose potential dangers. While the 
 situation has improved, operational efforts still significantly lag behind IT-based ini-
tiatives, such as bug bounty reward programs and advanced vulnerability preparation 
programs, along the lines of something like the Microsoft Active Protections Program 
(MAPP). To go a step further, in the industrial realm, there aren’t even parallels to the 
laws that protect individuals’ private data. While many states and countries require 
 notification if an individual’s personal and financial data is possibly exposed, outside the 
electrical utility industry, very few laws require the reporting of incidents that may have 
put lives at risk.

Dependence on External Vendors

While modern IT environments may be outsourcing business operations or relegating  
certain processing or storage functions to the cloud, it is less common for the  original 
equipment manufacturers of the IT hardware assets to be required to operate the 
 equipment. However, that level of vendor dependence is not uncommon in some 
 industrial spaces.

Direct and on-demand access to critical systems on the plant floor or in the field are 
sometimes written directly into contracts or are required for valid product warranties. 
This has clear benefits in many industries as it allows vendors to remotely manage and 
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monitor equipment and to proactively alert the customer if problems are beginning 
to creep in. While contracts may be written to describe equipment monitoring and 
 management requirements with explicit statements of what type of access is required 
and under what conditions, they generally fail to address questions of shared liability for 
security breaches or processes to ensure communication security.

Such vendor dependence and control are not limited to remote access. Onsite 
 management of non-employees that are to be granted compute and network access are 
also required, but again, control conditions and shared responsibility statements are yet 
to be observed.

Security Knowledge

In the industrial operations space, the technical investment is primarily in connectivity 
and compute. It has seen far less investment in security relative to its IT counterpart. 
According to the research firm Infonetics, the industrial firewall market in 2015 was only 
approximately 4% the size of the overall firewall market.

Another relevant challenge in terms of OT security expertise is the comparatively higher 
age of the industrial workforce. According to a study by the US Bureau of Labor, in 
North America the average age gap between manufacturing workers and other non-farm 
workers doubled between 2000 and 2012, and the trend shows no sign of reversing. 
Simultaneously, new connectivity technologies are being introduced in OT industrial 
environments that require up-to-date skills, such as TCP/IP, Ethernet, and wireless that 
are quickly replacing serial-based legacy technologies. The rapid expansion of extended 
communications networks and the need for an industrial controls-aware workforce 
 creates an equally serious gap in security awareness.

This gap in OT security knowledge is actively being addressed. Education for industrial 
security environments has grown steadily, particularly in the electrical utility space, where 
regulations such as NERC CIP (CIP 004) and IEC 62351 (01) require ongoing  training.

Due to the importance of security in the industrial space, all likely attack surfaces are 
treated as unsafe. Unfortunately, considering the potential massive public impact of 
breaching these systems, there remains a healthy paranoia concerning the connection 
of IT-centric technologies and external connections, despite the massive amount of 
 investment in security in these areas. Bringing industrial networks up to the latest and 
most secure levels is a slow process due to deep historical cultural and philosophical 
 differences between OT and IT environments.

How IT and OT Security Practices and 
Systems Vary

The differences between an enterprise IT environment and an industrial-focused OT 
deployment are important to understand because they have a direct impact on the secu-
rity practice applied to them. Some of these areas are touched on briefly earlier in this 
chapter, and they are more explicitly discussed in the following sections.
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The Purdue Model for Control Hierarchy

Regardless of where a security threat arises, it must be consistently and unequivocally 
treated. IT information is typically used to make business decisions, such as those in 
process optimization, whereas OT information is instead characteristically leveraged to 
make physical decisions, such as closing a valve, increasing pressure, and so on. Thus, 
the operational domain must also address physical safety and environmental factors as 
part of its security strategy—and this is not normally associated with the IT domain. 
Organizationally, IT and OT teams and tools have been historically separate, but this has 
begun to change, and they have started to converge, leading to more traditionally IT-centric 
solutions being introduced to support operational activities. For example, systems such as 
firewalls and intrusion prevention systems (IPS) are being used in IoT networks.

As the borders between traditionally separate OT and IT domains blur, they must align 
strategies and work more closely together to ensure end-to-end security. The types of 
devices that are found in industrial OT environments are typically much more highly 
optimized for tasks and industrial protocol-specific operation than their IT counterparts. 
Furthermore, their operational profile differs as well.

Industrial environments consist of both operational and enterprise domains. To under-
stand the security and networking requirements for a control system, the use of a logical 
framework to describe the basic composition and function is needed. The Purdue Model 
for Control Hierarchy, introduced in Chapter 2, is the most widely used framework across 
industrial environments globally and is used in manufacturing, oil and gas, and many 
other industries. It segments devices and equipment by hierarchical function levels and 
areas and has been incorporated into the ISA99/IEC 62443 security standard, as shown 
in Figure 8-3. For additional detail on how the Purdue Model for Control Hierarchy is 
applied to the manufacturing and oil and gas industries, see Chapter 9, “Manufacturing,” 
and Chapter 10, “Oil and Gas.”

Enterprise Zone

DMZ

Operations Support

Process Control / 
SCADA Zone

Demilitarized Zone — Shared Access

Enterprise Network Level 5

Business Planning and Logistics Network Level 4

Operations and Control Level 3

Supervisory Control Level 2

Basic Control Level 1

Process Level 0

Safety-CriticalSafety

Figure 8-3 The Logical Framework Based on the Purdue Model for Control Hierarchy
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This model identifies levels of operations and defines each level. The enterprise and 
operational domains are separated into different zones and kept in strict isolation via an 
industrial demilitarized zone (DMZ):

 ■ Enterprise zone

 ■ Level 5: Enterprise network: Corporate-level applications such as Enterprise 
Resource Planning (ERP), Customer Relationship Management (CRM), document 
management, and services such as Internet access and VPN entry from the out-
side world exist at this level.

 ■ Level 4: Business planning and logistics network: The IT services exist at this 
level and may include scheduling systems, material flow applications, optimiza-
tion and planning systems, and local IT services such as phone, email, printing, 
and security monitoring.

 ■ Industrial demilitarized zone

 ■ DMZ: The DMZ provides a buffer zone where services and data can be shared 
between the operational and enterprise zones. It also allows for easy segmenta-
tion of organizational control. By default, no traffic should traverse the DMZ; 
everything should originate from or terminate on this area.

 ■ Operational zone

 ■ Level 3: Operations and control: This level includes the functions involved in 
managing the workflows to produce the desired end products and for monitor-
ing and controlling the entire operational system. This could include production 
scheduling, reliability assurance, systemwide control optimization, security man-
agement, network management, and potentially other required IT services, such as 
DHCP, DNS, and timing.

 ■ Level 2: Supervisory control: This level includes zone control rooms, controller 
status, control system network/application administration, and other control-
related applications, such as human-machine interface (HMI) and historian.

 ■ Level 1: Basic control: At this level, controllers and IEDs, dedicated HMIs, and 
other applications may talk to each other to run part or all of the control function.

 ■ Level 0: Process: This is where devices such as sensors and actuators and 
machines such as drives, motors, and robots communicate with controllers or IEDs.

 ■ Safety zone

 ■ Safety-critical: This level includes devices, sensors, and other equipment used to 
manage the safety functions of the control system.

One of the key advantages of designing an industrial network in structured levels, as 
with the Purdue model, is that it allows security to be correctly applied at each level and 
between levels. For example, IT networks typically reside at Levels 4 and 5 and use security 
principles common to IT networks. The lower levels are where the industrial systems and 
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IoT networks reside. As shown in Figure 8-3, a DMZ resides between the IT and OT 
levels. Clearly, to protect the lower industrial layers, security technologies such as fire-
walls, proxy servers, and IPSs should be used to ensure that only authorized connections 
from trusted sources on expected ports are being used. At the DMZ, and, in fact, even 
between the lower levels, industrial firewalls that are capable of understanding the control 
protocols should be used to ensure the continuous operation of the OT network.

Although security vulnerabilities may potentially exist at each level of the model, it is 
clear that due to the amount of connectivity and sophistication of devices and systems, 
the higher levels have a greater chance of incursion due to the wider attack surface. This 
does not mean that lower levels are not as important from a security perspective; rather, 
it means that their attack surface is smaller, and if mitigation techniques are implemented 
properly, there is potentially less impact to the overall system. As shown in Figure 8-4, 
a review of published vulnerabilities associated with industrial security in 2011 shows 
that the assets at the higher levels of the framework had more detected vulnerabilities.

2011 Published Vulnerability Areas
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Figure 8-4 2011 Industrial Security Report of Published Vulnerability Areas 
(US Industrial Control Systems Cyber Emergency Response Team (ICS-CERT) 
https://ics-cert.us-cert.gov).

OT Network Characteristics Impacting Security

While IT and OT networks are beginning to converge, they still maintain many divergent 
characteristics in terms of how they operate and the traffic they handle. These differ-
ences influence how they are treated in the context of a security strategy. For example, 
 compare the nature of how traffic flows across IT and OT networks:

 ■ IT networks: In an IT environment, there are many diverse data flows. The commu-
nication data flows that emanate from a typical IT endpoint travel relatively far. They 
frequently traverse the network through layers of switches and eventually make their 
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way to a set of local or remote servers, which they may connect to directly. Data in 
the form of email, file transfers, or print services will likely all make its way to the 
central data center, where it is responded to, or triggers actions in more local services, 
such as a printer. In the case of email or web browsing, the endpoint initiates actions 
that leave the confines of the enterprise network and potentially travel around 
the earth.

 ■ OT networks: By comparison, in an OT environment (Levels 0–3), there are  typically 
two types of operational traffic. The first is local traffic that may be  contained with-
in a specific package or area to provide local monitoring and closed-loop control. 
This is the traffic that is used for real-time (or near-real-time)  processes and does 
not need to leave the process control levels. The second type of traffic is used for 
monitoring and control of areas or zones or the overall system. SCADA  traffic is a 
good example of this, where information about remote devices or  summary informa-
tion from a function is shared at a system level so that operators can understand 
how the overall system, or parts of it, are operating. They can then implement 
appropriate control commands based on this information.

When IT endpoints communicate, it is typically short and frequent conversations with 
many connections. The nature of the communications is open, and almost anybody can 
speak with anybody else, such as with email or browsing. Although there are clearly 
access controls, most of those controls are at the application level rather than the 
 network level.

In an OT environment, endpoint communication is typically point-to-point, such as a 
SCADA master to SCADA slave, or uses multicast or broadcast, leveraging a publisher/
subscriber type of model. Communication could be TCP or UDP or neither (as in the 
case of PROFINET, discussed in Chapter 9, “Manufacturing”).

Although network timing in the OT space typically mirrors that of the enterprise with 
NTP/SNTP used for device clocking against a master time source, a number of use cases 
require an extremely accurate clock source and extremely accurate time/synchronization 
distribution, as well as measurable and consistent latency/jitter. Some industrial applications 
require timing via IEEE 1588, PTP (Precision Time Protocol), so that information from 
source and destination can be accurately measured and compared at microsecond intervals 
with communication equipment introducing delays of no more than  50 nanoseconds. Jitter 
for the sending and receiving of information must also be minimized to ensure correct 
operation. By way of comparison, in the enterprise space, voice is often considered the 
highest-priority application, with a typical one-way delay of 150 milliseconds or more. 
In a number of operational environments for oil and gas, manufacturing, and power 
utilities, delay must be under 10 microseconds. Security attacks that cause delay, such 
as denial of service (DoS) attacks, can cause systems to malfunction purely by disrupting 
the timing mechanism.

IT networks are typically more mature and use up-to-date technologies. These mature 
modern networking practices are critical to meet the high degree of flexibility required in 
the IT environment. Virtual networking, virtual workspaces, and virtual servers are com-
monplace. It is likely that there are a wide variety of device types actively participating 
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in any given network at any one time. Flexible interoperability is thus critical. To achieve 
interoperability, there is usually minimal proprietary communication activity, and the 
emphasis is typically on open standards. The movement to IPv6 continues to progress, 
and higher-order network services, such as quality of service (QoS), are normal as well. 
Endpoints are not just promiscuous in their communications, but they operate a wide 
number of applications from a large number of diverse vendors. The open nature of these 
compute systems means a wide range of protocols are traversing the OT network.

Industrial networks often still rely on serial communication technologies or have mixed 
serial and Ethernet. This means that not only do many devices lack IP capabilities, but it 
is not even possible to monitor and secure the serial traffic in the same way you do for IP 
or Ethernet. In some environments, the network remains very static, meaning a baseline 
of traffic patterns can be built up and monitored for changes. In static environments, the 
visibility of devices, protocols, and traffic flows can be managed and secured more easily. 
However, there is a continued growth of mobile devices and ad hoc connectivity, espe-
cially in industries such as transportation and smart cities, as well as a rise in mobile fleet 
assets across a plethora of other industries. These dynamic and variable networks are 
much more difficult to baseline, monitor, and secure.

Security Priorities: Integrity, Availability, and Confidentiality

Security priorities are driven by the nature of the assets in each environment. In an IT 
realm, the most critical element and the target of attacks has been information. In an OT 
realm, the critical assets are the process participants: workers and equipment. Security 
priorities diverge based on those differences.

In the IT business world, there are legal, regulatory, and commercial obligations to 
protect data, especially data of individuals who may or may not be employed by the 
organization. This emphasis on privacy focuses on the confidentiality, integrity, and avail-
ability of the data—not necessarily on a system or a physical asset. The impact of losing 
a compute device is considered minimal compared to the information that it could hold 
or provide access to. By way of comparison, in the OT world, losing a device due to a 
security vulnerability means production stops, and the company cannot perform its basic 
operation. Loss of information stored on these devices is a lower concern, but there are 
certainly confidential data sets in the operating environment that may have economic 
impacts, such as formulations and processes.

In an operational space, the safety and continuity of the process participants is consid-
ered the most critical concern. Thus, the goal is the continued uptime of devices and the 
safety of the people who operate them. The result is to emphasize availability, integrity, 
and confidentiality. The impact of loss here extends even to loss of life.

Security Focus

Security focus is frequently driven by the history of security impacts that an organiza-
tion has experienced. In an IT environment, the most painful experiences have typically 
been intrusion campaigns in which critical data is extracted or corrupted. The result has 
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been a significant investment in capital goods and humanpower to reduce these external 
threats and minimize potential internal malevolent actors.

In the OT space, the history of loss due to external actors has not been as long, even 
though the potential for harm on a human scale is clearly significantly higher. The result 
is that the security events that have been experienced have come more from human error 
than external attacks. Interest and investment in industrial security have primarily been in 
the standard access control layers. Where OT has diverged, to some degree, is to empha-
size the application layer control between the higher-level controller layer and the receiv-
ing operating layer. Later in this chapter you will learn more about the value and risks 
associated with this approach.

Formal Risk Analysis Structures: OCTAVE and FAIR
Within the industrial environment, there are a number of standards, guidelines, and best 
practices available to help understand risk and how to mitigate it. IEC 62443 is the most 
commonly used standard globally across industrial verticals. It consists of a number of 
parts, including 62443-3-2 for risk assessments, and 62443-3-3 for foundational require-
ments used to secure the industrial environment from a networking and communications 
perspective. Also, ISO 27001 is widely used for organizational people, process, and 
information security management. In addition, the National Institute of Standards and 
Technology (NIST) provides a series of documents for critical infrastructure, such as 
the NIST Cybersecurity Framework (CSF). In the utilities domain, the North American 
Electric Reliability Corporation’s (NERC’s) Critical Infrastructure Protection (CIP) has 
legally binding guidelines for North American utilities, and IEC 62351 is the cybersecu-
rity standard for power utilities.

The key for any industrial environment is that it needs to address security holistically and 
not just focus on technology. It must include people and processes, and it should include 
all the vendor ecosystem components that make up a control system.

In this section, we present a brief review of two such risk assessment frameworks:

 ■ OCTAVE (Operationally Critical Threat, Asset and Vulnerability Evaluation) from 
the Software Engineering Institute at Carnegie Mellon University

 ■ FAIR (Factor Analysis of Information Risk) from The Open Group

These two systems work toward establishing a more secure environment but with two 
different approaches and sets of priorities. Knowledge of the environment is key to deter-
mining security risks and plays a key role in driving priorities.

OCTAVE

OCTAVE has undergone multiple iterations. The version this section focuses on is 
OCTAVE Allegro, which is intended to be a lightweight and less burdensome process to 
implement. Allegro assumes that a robust security team is not on standby or immediately 
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at the ready to initiate a comprehensive security review. This approach and the assump-
tions it makes are quite appropriate, given that many operational technology areas are 
similarly lacking in security-focused human assets. Figure 8-5 illustrates the OCTAVE 
Allegro steps and phases.

Step 1: Establish
Risk

Measurement
Criteria

Step 8: 
Mitigation
Approach

Step 2: Develop
Information

Asset Profile

Step 4: Identity
Areas of
Concern

Step 6: Identity
Risks

Step 7: Analyze
Risks

Establish Drivers
Identify and

Mitigate RiskIdentify ThreatsProfile Assets

Step 3: Identity
Information

Asset
Containers

Step 5: Identity
Threat

Scenarios

Figure 8-5 OCTAVE Allegro Steps and Phases (see https://blog.compass-security.com/
2013/04/lean-risk-assessment-based-on-octave-allegro/).

The first step of the OCTAVE Allegro methodology is to establish a risk measurement 
criterion. OCTAVE provides a fairly simple means of doing this with an emphasis on 
impact, value, and measurement. The point of having a risk measurement criterion is that 
at any point in the later stages, prioritization can take place against the reference model. 
(While OCTAVE has more details to contribute, we suggest using the FAIR model, 
described next, for risk assessment.)

The second step is to develop an information asset profile. This profile is populated with 
assets, a prioritization of assets, attributes associated with each asset, including owners, 
custodians, people, explicit security requirements, and technology assets. It is important 
to stress the importance of process. Certainly, the need to protect information does not 
disappear, but operational safety and continuity are more critical.

Within this asset profile, process are multiple substages that complete the definition of 
the assets. Some of these are simply survey and reporting activities, such as identifying 
the asset and attributes associated with it, such as its owners, custodians, human actors 
with which it interacts, and the composition of its technology assets. There are, how-
ever, judgment-based attributes such as prioritization. Rather than simply assigning an 
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arbitrary ranking, the system calls for a justification of the prioritization. With an under-
standing of the asset attributes, particularly the technical components, appropriate threat 
mitigation methods can be applied. With the application of risk assessment, the level of 
security investment can be aligned with that individual asset.

The third step is to identify information asset containers. Roughly speaking, this is the 
range of transports and possible locations where the information might reside. This refer-
ences the compute elements and the networks by which they communicate. However, it 
can also mean physical manifestations such as hard copy documents or even the people 
who know the information. Note that the operable target here is information, which 
includes data from which the information is derived.

In OCTAVE, the emphasis is on the container level rather than the asset level. The value 
is to reduce potential inhibitors within the container for information operation. In the OT 
world, the emphasis is on reducing potential inhibitors in the containerized operational 
space. If there is some attribute of the information that is endemic to it, then the entire 
container operates with that attribute because the information is the defining element. In 
some cases this may not be true, even in IT environments. Discrete atomic-level data may 
become actionable information only if it is seen in the context of the rest of the data. 
Similarly, operational data taken without knowledge of the rest of the elements may not 
be of particular value either.

The fourth step is to identify areas of concern. At this point, we depart from a data flow, 
touch, and attribute focus to one where judgments are made through a mapping of 
security-related attributes to more business-focused use cases. At this stage, the  analyst 
looks to risk profiles and delves into the previously mentioned risk analysis. It is no  longer 
just facts, but there is also an element of creativity that can factor into the evaluation. 
History both within and outside the organization can contribute. References to similar 
 operational use cases and incidents of security failures are reasonable associations.

Closely related is the fifth step, where threat scenarios are identified. Threats are broadly 
(and properly) identified as potential undesirable events. This definition means that 
results from both malevolent and accidental causes are viable threats. In the context 
of  operational focus, this is a valuable consideration. It is at this point that an explicit 
 identification of actors, motives, and outcomes occurs. These scenarios are described 
in threat trees to trace the path to undesired outcomes, which, in turn, can be associated 
with risk metrics.

At the sixth step risks are identified. Within OCTAVE, risk is the possibility of an unde-
sired outcome. This is extended to focus on how the organization is impacted. For more 
focused analysis, this can be localized, but the potential impact to the organization could 
extend outside the boundaries of the operation.

The seventh step is risk analysis, with the effort placed on qualitative evaluation of the 
impacts of the risk. Here the risk measurement criteria defined in the first step are explic-
itly brought into the process.

Finally, mitigation is applied at the eighth step. There are three outputs or decisions to be 
taken at this stage. One may be to accept a risk and do nothing, other than document the 
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situation, potential outcomes, and reasons for accepting the risk. The second is to miti-
gate the risk with whatever control effort is required. By walking back through the threat 
scenarios to asset profiles, a pairing of compensating controls to mitigate those threat/
risk pairings should be discoverable and then implemented. The final possible action is to 
defer a decision, meaning risk is neither accepted nor mitigated. This may imply further 
research or activity, but it is not required by the process.

OCTAVE is a balanced information-focused process. What it offers in terms of discipline 
and largely unconstrained breadth, however, is offset by its lack of security  specificity. 
There is an assumption that beyond these steps are seemingly means of identifying 
 specific mitigations that can be mapped to the threats and risks exposed during the 
analysis process.

FAIR

FAIR (Factor Analysis of Information Risk) is a technical standard for risk definition from 
The Open Group. While information security is the focus, much as it is for OCTAVE, 
FAIR has clear applications within operational technology. Like OCTAVE, it also allows 
for non-malicious actors as a potential cause for harm, but it goes to greater lengths to 
emphasize the point. For many operational groups, it is a welcome acknowledgement of 
existing contingency planning. Unlike with OCTAVE, there is a significant emphasis on 
naming, with risk taxonomy definition as a very specific target.

FAIR places emphasis on both unambiguous definitions and the idea that risk and 
 associated attributes are measurable. Measurable, quantifiable metrics are a key area 
of emphasis, which should lend itself well to an operational world with a richness of 
operational data.

At its base, FAIR has a definition of risk as the probable frequency and probable magni-
tude of loss. With this definition, a clear hierarchy of sub-elements emerges, with one 
side of the taxonomy focused on frequency and the other on magnitude.

Loss even frequency is the result of a threat agent acting on an asset with a resulting 
loss to the organization. This happens with a given frequency called the threat event 
frequency (TEF), in which a specified time window becomes a probability. There are 
multiple sub-attributes that define frequency of events, all of which can be understood 
with some form of measurable metric. Threat event frequencies are applied to a vulner-
ability. Vulnerability here is not necessarily some compute asset weakness, but is more 
broadly defined as the probability that the targeted asset will fail as a result of the actions 
applied. There are further sub-attributes here as well.

The other side of the risk taxonomy is the probable loss magnitude (PLM), which begins 
to quantify the impacts, with the emphasis again being on measurable metrics. The FAIR 
specification makes it a point to emphasize how ephemeral some of these cost estimates 
can be, and this may indeed be the case when information security is the target of the 
discussion. Fortunately for the OT operator, a significant emphasis on operational effi-
ciency and analysis makes understanding and quantifying costs much easier.
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FAIR defines six forms of loss, four of them externally focused and two internally 
focused. Of particular value for operational teams are productivity and replacement loss. 
Response loss is also reasonably measured, with fines and judgments easy to measure but 
difficult to predict. Finally, competitive advantage and reputation are the least measurable.

 

Note The discussion of OCTAVE Allegro and FAIR is meant to give you a grounding in 
formal risk analysis processes. While there are others, both represent mechanics that can 
be applied in an OT environment.

 

The Phased Application of Security in an 
Operational Environment

It is a security practitioner’s goal to safely secure the environment for which he or she is 
responsible. For an operational technologist, this process is different because the priorities 
and assets to be protected are highly differentiated from the better-known IT environment. 
The differences have been discussed at length in this chapter, but many of the processes 
used by IT security practitioners still have validity and can be used in an OT environment. 
If there is one key concept to grasp, it is that security for an IoT environment is an ongoing 
process in which steps forward can be taken, but there is no true finish line.

The following sections present a phased approach to introduce modern network security 
into largely preexisting legacy industrial networks.

Secured Network Infrastructure and Assets

Given that networks, compute, or operational elements in a typical IoT or industrial 
 system have likely been in place for many years and given that the physical layout largely 
defines the operational process, this phased approach to introducing modern network 
security begins with very modest, non-intrusive steps.

As a first step, you need to analyze and secure the basic network design. Most automated 
process systems or even hierarchical energy distribution systems have a high degree of 
correlation between the network design and the operational design. It is a basic tenet 
of ISA99 and IEC 62443 that functions should be segmented into zones (cells) and that 
communication crossing the boundaries of those zones should be secured and controlled 
through the concept of conduits. In response to this, it is suggested that a security 
 professional discover the state of his or her network and all communication channels.

Figure 8-6 illustrates inter-level security models and inter-zone conduits in the process 
control hierarchy.
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Figure 8-6 Security Between Levels and Zones in the Process Control Hierarchy Model

Normal network discovery processes can be highly problematic for older networking 
equipment. In fact, the discovery process in pursuit of improved safety, security, and 
operational state can result in degradation of all three. Given that condition, the network 
discovery process may require manual inspection of physical connections, starting from 
the highest accessible aggregation point and working all the way down to the last access 
layer. This discovery activity must include a search for wireless access points. For the 
sake of risk reduction, any on-wire network mapping should be done passively as much 
as possible.

It is fair to note that this prescribed process is much more likely to succeed in a smaller 
confined environment such as a plant floor. In geographically distributed environments, 
it may not be possible to trace the network, and in such cases, the long-haul connections 
may not be physical or may be carried by an outside communication provider. For those 
sections of the operational network, explicit partnering with other entities is required.

A side activity of this network tracing process is to note the connectivity state of the 
physical connections. This is not just an exercise to see what fiber or cables are in what 
ports but to observe the use or operational state of other physical connections, such as 
USB, SD card, alarm channel, serial, or other connections, at each network appliance. 
For more modern environments where updated networking devices and protocols are 
used, tools like NetFlow and IPFIX can also be used to discover the network 
communication paths.

As the network mapping reaches the aggregation point, it is worthwhile to continue to 
the connected asset level.

Normally, in an IT environment, the very first stage of discovery is focused on assets con-
nected to the network. Assets remain critical, but from an efficiency and criticality per-
spective, it is generally recommended to find data paths into and between zones (cells) rath-
er than the serial links between devices within a zone. One thing to continually be on the 
lookout for is the ever-dangerous, unsecured, and often undocumented convenience port. 
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Any physical port that is not physically locked down or doesn’t have an enforceable 
protection policy is an uncontrolled threat vector.

Once the network is physically mapped, the next step is to perform a connectivity 
 analysis through the switch and router ARP tables and DHCP requests within the network 
infrastructure. This should help further illuminate connectivity, good or bad, that has 
occurred. Firewall and network infrastructure data can contribute to understanding what 
devices are talking to other devices and the traffic paths over which this is done.

At this stage, the network should be reasonably well understood and prepared for secure 
connectivity.

Modern networking equipment offers a rich set of access control and secured communi-
cations capabilities. Starting at the cell/zone level, it is important to ensure that there is a 
clear ingress/egress aggregation point for each zone. If your communications patterns are 
well identified, you can apply access control policies to manage who and what can enter 
those physical portions of the process. If you are not comfortable explicitly control-
ling the traffic, then begin with alert-only actions. With time, you should be confident 
enough in your knowledge to apply controls.

At upstream levels, consider traffic controls such as denial of service (DoS) protection, 
traffic normalization activities, and quality of service (QoS) controls (such as marking and 
black-holing or rate-limiting scavenger-class traffic). The goal here is to ensure that these 
aggregated traffic segments are carrying high-priority traffic without impediment.

Network infrastructure should also provide the ability to secure communications 
between zones via secured conduits (see Figure 8-6). The primary method is encrypted 
communications in the form of virtual private networks (VPNs). VPNs can come in mul-
tiple forms, such as site-to-site, which would be appropriate between a utility substation 
and a control center, or perhaps in cell-to-cell communications. Remote access controls 
can be established in more ad hoc situations and utilize the convenience of browser-
based VPNs with Secure Sockets Layer (SSL)–based VPNs. If latency concerns are not 
particularly high, you can use Media Access Control Security (MACSec) hop-by-hop 
encryption to allow for potential controls and visibility at key junctions.

The next discovery phase should align with the software and configurations of the assets 
on the network. At this point, the rights and roles of the network administrator may be 
insufficient to access the required information. Certainly, the network infrastructure and 
its status are within the network admin’s view, but the individual assets likely are not. 
At this point, organizational cooperation is required for success. For an experienced 
IT-based network practitioner, this is not an unusual situation. It is very common, espe-
cially in larger enterprises, to see a separation of responsibilities and controls between 
the communications transport and the assets to which they are connected. At the opera-
tions level, similar cooperation is required with those responsible for the maintenance of 
the OT assets.

There are reasonable sources of information describing the configuration state of OT 
assets. The control systems associated with the processes hold historical data describing 
what is connected and what those assets are doing. A review of historical data should 

9781587144561_print.indb   2689781587144561_print.indb   268 15/05/17   11:45 AM15/05/17   11:45 AM



The Phased Application of Security in an Operational Environment  269

provide an idea of what assets are present and what operations are being performed on 
them, and it should identify such things as firmware updates and health status. The vol-
ume of data to analyze may be challenging, but if it is organized correctly, it would be 
valuable for understanding asset operation.

With an initial asset inventory completed, you can initiate a risk analysis based on the 
network and assets, and determine an initial scope of security needs.

Deploying Dedicated Security Appliances

The next stage is to expand the security footprint with focused security functionality. 
The goal is to provide visibility, safety, and security for traffic within the network. 
Visibility provides an understanding of application and communication behavior. With 
visibility, you can set policy actions that reflect the desired behaviors for inter-zone and 
conduit security.

While network elements can provide simplified views with connection histories or some 
kind of flow data, you get a true understanding when you look within the packets on the 
network. This level of visibility is typically achieved with deep packet inspection (DPI) 
technologies such as intrusion detection/prevention systems (IDS/IPS). These technolo-
gies can be used to detect many kinds of traffic of interest, from simply identifying what 
applications are speaking, to whether communications are being obfuscated, to whether 
exploits are targeting vulnerabilities, to passively identifying assets on the network.

With the goal of identifying assets, an IDS/IPS can detect what kind of assets are present 
on the network. Passive OS identification programs can capture patterns that expose the 
base operating systems and other applications communicating on the network. The orga-
nizationally unique identifier (OUI) in a captured MAC address, which could have come 
from ARP table exploration, is yet another means of exposure. Coupled with the physical 
and historical data mentioned before, this is a valuable tool to expand on the asset inven-
tory without having to dangerously or intrusively prod critical systems.

Application-specific protocols are also detectable by IDS/IPS systems. For more IT-like 
applications, user agents are of value, but traditionally, combinations of port numbers 
and other protocol differentiators can contribute to identification. Some applications 
have behaviors that are found only in certain software releases. Knowledge of those 
 differences can help to determine the software version being run on a particular asset.

Within applications and industrial protocols are well-defined commands and, often, 
associated parameter values. Again, an IDS/IPS can be configured to identify those 
 commands and values to learn what actions are being taken and what associated 
 settings are being changed.

All these actions can be done from a non-intrusive deployment scenario. Modern DPI 
implementations can work out-of-band from a span or tap. Viewing copies of packets has 
no impact on traffic performance or latency. It is easily the safest means of getting deep 
insight into the activities happening on a network.
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Visibility and an understanding of network connectivity uncover the information neces-
sary to initiate access control activity. Access control is typically achieved with access 
control lists (ACLs), which are available on practically all modern network equipment. For 
improved scalability, however, a dedicated firewall would be preferred. Providing strong 
segmentation and zone access control is the first step. Access control, however, is not just 
limited to the typical address and protocol identifiers. Modern firewalls have the ability 
to discern attributes associated with the user accessing the network, allowing controls 
to be placed on the “who” element also. In addition, access control can be aligned with 
applications and application behaviors. Equipped with the right toolset, a modern OT 
practitioner can ensure that only those operators in a certain user class can initiate any 
external commands to that particular asset.

Safety is a particular benefit as application controls can be managed at the cell/zone edge 
through an IDS/IPS. The same technologies that observe the who and what can also man-
age the values being passed to the target asset. For example, in a manufacturing scenario 
where a robot operates, there may be an area frequented by workers who are within the 
potential range of the robot’s operation. The range is unique to the physical layout of the 
cell, and parameter changes could cause physical harm to a plant worker. With an IDS/
IPS, the system can detect that a parameter value exceeds the safety range and act accord-
ingly to ensure worker safety.

Safety and security are closely related linguistically (for example, in German, the same 
word, Sicherheit, can be used for both), but for a security practitioner, security is more 
commonly associated with threats. Threat identification and protection is a key attribute 
of IPSs using DPI.

Mature IPSs have thousands of threat identifiers, which address the complete range of 
asset types where remotely exploitable vulnerabilities are known. In some cases, the nature 
of the threat identifier is generic enough that it addresses a common technique without 
having to be associated with a particular application instance of the vulnerability type.

Placement priorities for dedicated security devices vary according to the security 
 practitioner’s perception of risk. If visibility is incomplete and concern dictates that 
 further knowledge is necessary prior to creating a proactive defense, the security device 
should be placed where that gap is perceived. It is important to note that the process of 
gaining visibility or addressing risk is dynamic. Networks change, and as knowledge is 
gained, new priorities (either in the form of visible threats or a reduction of gaps) cre-
ates new points of emphasis. Given this dynamism, consider the idea that placement of a 
 dedicated security device can change as well. In other words, just because you start with 
a device in one location does not mean you can’t move it later to address security gaps.

Inevitably a decision must be made. Here we discuss some of the relative merits of differ-
ent placement locations. Placement at the operational cell is likely the most fine-grained 
deployment scenario. By fine-grained we mean that it is the lowest portion of a network 
that gives network-based access to the lowest level of operational assets. As discussed 
earlier, the nature of the deployment—out-of-band or in-line—depends on the organiza-
tion’s comfort level for in-line operation and desire to actually exert control. In either 
case, the industrial security appliance should be attached directly to the switch, which 
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denotes the access point into the cell. This location gives the greatest level of control 
for safety controls, visibility, and threats. If network design has properly segmented to a 
single zone entry point, then this is an optimal deployment location. For safety consid-
erations, application control can be exerted to ensure that application changes will not 
allow for dangerous settings. Threats can be mitigated as they traverse the device, and 
traffic entering and exiting the cell can be made visible.

A particularly valuable function is enabled if a security device can terminate VPNs in 
addition to performing deep packet inspection. Secured communication, potentially from 
a vendor representative outside the organization, can be terminated at the ingress to the 
device and then inspected. The time cost of the termination would be similar to what 
would be done on the switch, and then inspection of what that remote user accessing the 
network is doing is viable. Naturally, any potential threat traffic can be halted as well.

If the zone/cell houses critical infrastructure and remote operation is requisite, a redun-
dant high-availability configuration for both the network and security infrastructure is 
advised.

For the purposes of pure visibility, hanging off a mirror or span port from the switch 
would be optimal. For control capabilities, one must be in-line to truly act on undesired 
traffic. In most cases, the preferred location is upstream of the zone/cell access switch 
between the aggregation layer and the zone switch. It may be viable to have the security 
device between the zone assets and the zone access switch as well.

For broader, less detailed levels of control, placement of dedicated security devices 
upstream of the aggregation switches is the preferred approach. If the network has multi-
ple zones going through the aggregation switch with mostly redundant functionality but 
with no communication between them, this may be a more efficient point of deployment.

At some point, a functional layer above the lowest zone layer becomes connected to the 
network, and there should be a device located between those functions and their OT 
charges in the zones/cells. At that next layer up, there may be HMIs or other lower-level 
operational tools. For safety considerations, a control point between that layer and the 
cell is valuable.

At the higher level of the network are a good number of higher-function assets, such as 
standard network elements (for example, directory servers, network monitoring tools, 
remote access plus proxy servers, print servers, security control elements). More opera-
tionally focused functionality involves elements such as engineering workstations and 
operations control applications. Depending on the diversity and network topologies at 
play, these operational structures could be replicated within their own subzones  (subnets) 
at the same level. There may be justification for using a dedicated security device 
between the subzones, depending on the need to control access, but for the most part, 
this is a zone that needs controls placed above and below.

Below is where industrial awareness and, potentially, hardware ruggedization is more likely 
to be needed. With some amount of industrial traffic traversing this layer, a dedicated 
and security-aware tool would be advisable.
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Above this highest level, a dedicated security device with IT-centric threat controls is 
 recommended. If the applications hosted here are similar in nature to those found in IT 
environments (for example, Windows- or Linux-based applications), this requires  common 
networking infrastructure, web-based access, and so on for proper visibility, control, and 
protection. Applying such controls to all ingress points (above and below) is important. 
There should be no assumptions made that an IT-centric threat can only  emanate from 
the IT/enterprise layer above the DMZ. Attackers would not limit  themselves to such 
thinking.

There is evidence that end-of-life OS and software components exist in operational 
 environments. An all-too-common and unfortunate attribute of such systems is that 
 further patching for security vulnerabilities is likely unavailable. To protect those  systems 
after their official end-of-support date, the concept of a “virtual patch” layer may be 
 possible. The idea is that protections for vulnerabilities can be applied through the 
 network path by which these systems communicate. While this is not a substitute for 
keeping abreast of patching, it may be a mitigation approach that fits your organization’s 
risk acceptance policy.

At the logical edge of the operational space is the DMZ (demilitarized zone)—a security 
boundary between two diverged compute realms. Assets in this area are meant to bridge 
communications in a secure fashion between the enterprise’s IT realm and the industrial 
OT realm. Security should be applied both above and below this layer.

Before we leave the second phase of operational security, it is important to reemphasize 
that security, in whatever location, is an ongoing process. The policies applied and the 
knowledge gained should never stagnate. Conditions will inevitably change, so security 
deployments and sometimes networks themselves must change to adapt. Where you 
place your security enforcement products and the policies they employ must be ready to 
change with them.

Higher-Order Policy Convergence and Network Monitoring

So far we have focused on very basic concepts that are common and easily implemented 
by network engineering groups. Finding network professionals with experience performing 
such functions or even training those without prior experience is not difficult.

Another security practice that adds value to a networked industrial space is conver-
gence, which is the adoption and integration of security across operational boundaries. 
This means coordinating security on both the IT and OT sides of the organization. 
Convergence of the IT and OT spaces is merging, or at least there is active coordination 
across formerly distinct IT and OT boundaries. From a security perspective, the value 
follows the argument that most new networking and compute technologies coming to the 
operations space were previously found and established in the IT space. It is expected to 
also be true that the practices and tools associated with those new technologies are likely 
to be more mature in the IT space.
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There are advanced enterprise-wide practices related to access control, threat detection, 
and many other security mechanisms that could benefit OT security. As stated earlier, the 
key is to adjust the approach to fit the target environment.

Several areas are more likely to require some kind of coordination across IT and OT 
environments. Two such areas are remote access and threat detection. For remote access, 
most large industrial organizations backhaul communication through the IT network. 
Some communications, such as email and web browsing, are obvious communication 
types that are likely to touch shared IT infrastructure. Often vendors or consultants who 
require some kind of remote access to OT assets also traverse the IT side of the network. 
Given this, it would be of significant value for an OT security practitioner to coordinate 
access control policies from the remote initiator across the Internet-facing security lay-
ers, through the core network, and to a handoff point at the industrial demarcation and 
deeper, toward the IoT assets. The use of common access controls and operational condi-
tions eases and protects network assets to a greater degree than having divergent groups 
creating ad hoc methods. Using location information, participant device security stance, 
user identity, and access target attributes are all standard functions that modern access 
policy tools can make use of. Such sophistication is a relatively new practice in industrial 
environments, and so, if these functions are available, an OT security practitioner would 
benefit from coordination with his or her IT equivalents.

Network security monitoring (NSM) is a process of finding intruders in a network. 
It is achieved by collecting and analyzing indicators and warnings to prioritize and 
investigate incidents with the assumption that there is, in fact, an undesired presence.

The practice of NSM is not new, yet it is not implemented often or thoroughly enough 
even within reasonably mature and large organizations. There are many reasons for this 
underutilization, but lack of education and organizational patience are common rea-
sons. To simplify the approach, there is a large amount of readily available data that, if 
reviewed, would expose the activities of an intruder.

It is important to note that NSM is inherently a process in which discovery occurs 
through the review of evidence and actions that have already happened. This is not 
meant to imply that it is a purely postmortem type of activity. If you recognize that 
intrusion activities are, much like security, an ongoing process, then you see that 
there is a similar set of stages that an attacker must go through. The tools deployed 
will slow that process and introduce opportunities to detect and thwart the attacker, 
but there is rarely a single event that represents an attack in its entirety. NSM is the 
discipline that will most likely discover the extent of the attack process and, in turn, 
define the scope for its remediation.
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Summary
As industries modernize in pursuit of operational efficiencies, improved safety, and 
 competitive agilities, they must do so securely. Modernization processes frequently 
 initiate greater connectivity in the context of older and highly vulnerable OT assets and 
processes. Security is a process that must be applied throughout the lifecycle of that 
change and operation. To achieve security, an organization must be able to define risks 
and make informed choices about how best to address them.

Fortunately, much of what is available to minimize risks from threats is readily available. 
Network connectivity can be made secure with the right equipment and policies. Threats 
from unsafe practices, attacks, and remote access needs can be identified and controlled 
with dedicated industrial security appliances and practices. With time, there are oppor-
tunities to expand risk reduction through convergence and cooperation. Learning from 
the more extensive and mature security practices and tools in IT environments as well 
as coordinating layers of defense to protect critical industrial assets are key security 
enablers for operational environments.
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advanced metering infrastruc-

ture (AMI), 371–372

benefits of, 370

demand response use case, 
372–375

distribution automation use 
case, 374–376

primary substation GridBlock, 
356–362
IEC 61850, 357–361

resilient network design, 362

SCADA, 356–358

system control GridBlock, 363–368
current differential protection, 

364–365

distance protection, 363–365

WAN design, 365–368

tiers in, 352–356
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H
Hadoop, 224–230

Hadoop ecosystem, 227–230

HAN (home area network), 49

hazardous gas detection in mining, 462

HDFS (Hadoop Distributed File 
System), 224

header compression for 6LoWPAN, 
161–162

headers, RPL, 170–171

heavy oils, 311

High-Availability Seamless 
Redundancy (HSR), 362–363

history

of IoT (Internet of Things), 4–6
of OT security, 246–249
of public safety technology 

adoption, 488–489
home area network (HAN), 49

HomePlug Alliance, 125–126

hop-by-hop scheduling, 166

HSR (High-Availability Seamless 
Redundancy), 362–363

HTTP, 58, 189–190

humidity sensors, 78

hydraulic actuators, 83

I
IACS (Industrial Automation and 

Control Systems) reference model, 
282–284, 286–289

ICCP (Inter-Control Communications 
Protocol), 252

identity services in connected 
factories, 303–304

IDMZ (industrial demilitarized zone), 
302–303

IDS/IPS (intrusion detection/
prevention systems), 269–270

IEC (International Electrotechnical 
Commission) protocols, 253

IEC 61850, 357–361

migration to, 361
process bus, 360–361
station bus, 359–360

IEEE 802.11 wireless mesh networks

in mining, 468–474
in oil and gas industry, 328–329

IEEE 802.11ah wireless access 
technology, 130–133

competitive technologies, 133
MAC layer, 131–132
physical layer, 131
security, 133
standardization and alliances, 

130–131
topologies, 132–133

IEEE 802.15.4 wireless access 
technology, 108–118

competitive technologies, 117–118
MAC layer, 114–116
in mining, 476
in oil and gas industry, 329–332
physical layer, 113–114
protocol stacks, 108–112
security, 116–117
topologies, 116

IEEE 802.15.4e wireless access 
technology, 118–124

competitive technologies, 124
MAC layer, 121–123
physical layer, 120–121
security, 123
standardization and alliances, 119–120
topologies, 123
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IEEE 802.15.4g wireless access 
technology, 118–124

competitive technologies, 124
MAC layer, 121–123
physical layer, 120–121
security, 123
standardization and alliances, 

119–120
topologies, 123

IEEE 802.15.4u wireless access 
technology, 119

IEEE 802.15.4v wireless access 
technology, 119

IEEE 1901.2a wired access 
technology, 124–130

competitive technologies, 129
MAC layer, 127–128
physical layer, 126–127
security, 128–129
standardization and alliances, 

125–126
topologies, 128

IEEE P1556 standards, 432

IEEE P1609 standards, 432–433

IEs (information elements), 122

IIRA (Industrial Internet Reference 
Architecture), 40

IMA (Intersection Movement Assist), 
10–11

Immersive Experiences phase, 5, 6

Industrial Automation and Control 
Systems (IACS) reference model, 
282–284, 286–289

industrial demilitarized zone (IDMZ), 
302–303

Industrial Internet Reference 
Architecture (IIRA), 40

industrial protocols

CIP (Common Industrial Protocol), 
293–294

EtherNet/IP, 293–294, 295
Modbus, 298
MRP (Media Redundancy Protocol), 

297–298
PROFINET, 294–296
security challenges, 250–254

Industrial Revolutions, 14

industrial security, 299–304

identity services, 303–304
IDMZ (industrial demilitarized zone), 

302–303
NAT (Network Address Translation), 

300–302
information elements (IEs), 122

information sharing in public safety, 
485–486

inter-agency collaboration, 491–493
public-private partnership in, 486–487

information technology. See IT 
(information technology)

inherited learning, 218

integrity in OT security, 261

intelligent devices. See smart objects

intelligent nodes. See smart objects

intelligent products. See smart objects

intelligent things. See smart objects

inter-agency collaboration, 491–493

interchange tier (GridBlocks), 353

Inter-Control Communications 
Protocol (ICCP), 252

International Electrotechnical 
Commission (IEC) protocols, 253

Internet, evolutionary phases of, 5–6

Internet of Everything (IoE), 7

Internet of Things. See IoT (Internet 
of Things)

Internet of Things-Architecture 
(IoT-A), 40
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Internet Protocol. See IP (Internet 
Protocol)

Internet Protocol for Smart Objects 
(IPSO) Alliance, 174

interoperability, challenge of, 24

Intersection Movement Assist (IMA), 
10–11

intra-control center/intra-data center 
tier (GridBlocks), 352

intrusion detection/prevention 
systems (IDS/IPS), 269–270

IoE (Internet of Everything), 7

IoT (Internet of Things)

challenges in, 23–24
digitization and, 6–7
history of, 4–6
impact of

manufacturing industry, 12–15

smart connected buildings, 
15–19

smart creatures, 19–21

statistics, 7–8

transportation industry, 8–12

as Internet evolutionary phase, 5, 6
network architecture

constraints of, 32

Core IoT Functional Stack, 
43–63

data analytics in, 32

drivers, 29–30

IIRA (Industrial Internet 
Reference Architecture), 40

IoT Data Management and 
Compute Stack, 63–70

IoT Reference Model, 35–39

IoT-A, 40

IT network architecture versus, 
28–30

legacy device support, 32–33

oneM2M, 33–35

Purdue Model for Control 
Hierarchy, 40. See also 
Purdue Model for Control 
Hierarchy

scale of, 30

security of, 31

simplified IoT architecture, 
40–43

IoT Data Management and Compute 
Stack, 63–70

edge computing, 68
fog computing, 65–68
relationship among cloud, edge, fog 

computing, 68–70
IoT devices. See smart objects

IoT network management sublayer 
(simplified IoT architectural 
model), 44, 58–59

IoT Reference Model, 35–39

IoT World Forum (IoTWF), 35–39

IoT-A (Internet of Things-
Architecture), 40

IoTWF (IoT World Forum), 35–39

IP (Internet Protocol)

adoption versus adaptation, 152–154
advantages of, 150–152
optimization, 154

6Lo working group, 164–165

6LoWPAN, 159–160

6TiSCH, 165–167

constrained nodes, 155

constrained-node networks, 
156–157

fragmentation, 162–163

header compression, 161–162

mesh addressing, 163–164

RPL, 167–172

SCADA adaptation for, 183–185

9781587144561_print.indb   5289781587144561_print.indb   528 15/05/17   11:49 AM15/05/17   11:49 AM



LPWA (Low-Power Wide-Area) 529

tunneling SCADA over, 185–187
versions, 157–158

IPSO (Internet Protocol for Smart 
Objects) Alliance, 174

IPv6 Forwarding (6F), 167

IPv6 Ready Logo, 175

ISA100.11a, 109

IT (information technology)

convergence with OT (operational 
technology), 21–22

device mounting factors, 48
environmental factors, 46–47
in mobile command center, 499–501
network architecture, IoT network 

architecture versus, 28–30
power sources, 48
responsibilities in IoT Reference 

Model, 38–39
in utilities, 348–350

K
Kafka, 227–228

L
Lambda Architecture, 229–230

LAN (local area network), 50

last-mile connectivity, 153–154

latency of access technologies, 
105–106

leaky coax, 475

legacy device support

challenge of, 30, 32–33
security challenges, 250

licensed spectrum, 98–99, 467

lifecycle of mines, 450

light sensors, 78

lighting systems

connected street lighting use case, 
401–404

digital ceiling, 17–19
lightning monitoring in mining, 461

liquefied natural gas (LNG), 313

liquefied petroleum gas (LPG), 313

living things, sensors on, 19–21

LLNs (low-power and lossy 
networks), 104. See also 
constrained-node networks

data rate and throughput, 104–105
IP optimization, 156–157
latency, 105–106
overhead and payload sizes, 106–107
SCADA transport with MAP-T, 

188–189
LNG (liquefied natural gas), 313

local area network (LAN), 50

local learning, 218

location of bus in school bus safety, 
508–509

location services in mining, 461–464

long range technologies, 98

LoRaWAN wireless access 
technology, 134–142

competitive technologies, 140–141
MAC layer, 136–138
physical layer, 135–136
security, 139–140
standardization and alliances, 

134–135
topologies, 138–139

low-power and lossy networks 
(LLNs). See LLNs (low-power and 
lossy networks)

LPG (liquefied petroleum gas), 313

LPWA (Low-Power Wide-Area), 134, 
140–141
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LTE Cat 0, 143

LTE variations. See cellular 
technologies

LTE-M, 143–144

M
M2M (machine-to-machine) 

communications, 33

MAC layer

for IEEE 802.11ah wireless access 
technology, 131–132

for IEEE 802.15.4 wireless access 
technology, 114–116

for IEEE 1901.2a wired access 
technology, 127–128

for IEEE802.15.4g/IEEE 802.15.4e 
wireless access technologies, 
121–123

for LoRaWAN wireless access 
technology, 136–138

machine learning (ML), 212

artificial intelligence in, 212–213
IoT applications for, 218–220
neural networks, 215–218
supervised learning, 213–214
unsupervised learning, 214–215

machine-to-machine (M2M) 
communications, 33

MANET (mobile ad hoc network), 
496

manufacturing industry

connected factory use case, 12–15
business improvements, 281

challenges in, 13, 278

CPwE (Converged Plantwide 
Ethernet) reference model, 
284–293

edge computing in, 304–306

IACS (Industrial Automation 
and Control Systems) 
reference model, 282–284

IoT technologies in, 279

security, 299–304

software, ubiquity of, 279–281

industrial protocols
CIP (Common Industrial 

Protocol), 293–294

EtherNet/IP, 293–294, 295

Modbus, 298

MRP (Media Redundancy 
Protocol), 297–298

PROFINET, 294–296

Manufacturing Message Specification 
(MMS), 253, 359

MapReduce, 224, 226–227

MAP-T (Mapping of Address and 
Port using Translation), 158, 
188–189

market forces in mining, 456

mass transit, 414

challenges in, 416–417, 419–420
network architecture, 440–441
security, 441
South American bus example, 

420–421
use case, 422–427

massively parallel processing (MPP) 
databases, 222–223

master/slave relationships, 184

maximum transmission 
unit (MTU), 162

mechanical actuators, 82

Media Redundancy Protocol (MRP), 
297–298

medium range technologies, 97–98

MEMS (micro-electro-mechanical 
systems), 83–84
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Mesh Access Point (MAP), 470

mesh addressing for 6LoWPAN, 
163–164

mesh topologies, 53–54, 102–103

for IEEE 802.15.4 wireless access 
technology, 116

for IEEE 1901.2a wired access 
technology, 128

for IEEE802.15.4g/IEEE 802.15.4e 
wireless access technologies, 123

in mining, 468–474
in oil and gas industry, 328–329

mesh-over, 116, 163–164

mesh-under, 116, 163–164

Message Queue Telemetry Transport 
(MQTT), 59, 196–203

CoAP versus, 203
message types, 198–199
QoS levels, 201–202

metrics, RPL, 171–172

microactuators, 83

micro-electro-mechanical systems 
(MEMS), 83–84

migration to IEC 61850, 361

mining industry

challenges in
connectivity, 457–459

environmental factors, 455, 
457–459

OT (operational technology) 
roles, 456–457

safety, 455

scale, 451–455

security, 456

volatile markets, 456

defined, 449–450
lifecycle of mines, 450
network architecture, 467–468

applications requirements, 
479–480

cellular technologies, 474–475

core network deployment, 
478–479

data processing, 480–481

IEEE 802.11 wireless mesh 
networks, 468–474

IEEE 802.15.4 wireless access 
technology, 476

isolated versus connected 
networks, 476–478

in underground mining, 475

security, 466
use cases, 459

collaboration, 465

efficiency improvements, 
464–465

location services, 461–464

safety, 459–461

mission continuum in public safety, 
489–490

mission fabric in public safety, 
490–491

mist computing, 68

MMS (Manufacturing Message 
Specification), 253, 359

mobile ad hoc network (MANET), 
496

mobile command center in emergency 
response architecture, 494–501

compute and applications services, 
499–501

network and security services, 
495–499

mobile process control network 
operator use case, 332

mobile vehicles (land, air, sea) in 
emergency response architecture, 
501–506
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compute and applications services, 
504–506

network and security services, 
502–504

Modbus, 251, 298

motion sensors, 77

MPLS (Multiprotocol Label 
Switching), 365–368

MPLS-TE (MPLS Traffic 
Engineering), 368

MPLS-TP (MPLS Transport 
Profile), 367

MPP (massively parallel processing) 
databases, 222–223

MQTT (Message Queue Telemetry 
Transport), 59, 196–203

CoAP versus, 203
message types, 198–199
QoS levels, 201–202

MRP (Media Redundancy Protocol), 
297–298

mTLS (mutual Transport Layer 
Security), 401

MTU (maximum transmission 
unit), 162

multipath fading, 108

Multiprotocol Label Switching 
(MPLS), 365–368

multiservice IoT networks, FNF in, 
241–242

mutual Transport Layer Security 
(mTLS), 401

N
NameNodes, 225

NAN (neighborhood area network), 
49, 369

nanoactuators, 83

NAT (Network Address Translation) in 
connected factories, 300–302

natural gas. See oil and gas industry

natural gas liquids (NGL), 313

NB-IoT (Narrowband IoT), 142–146

NB-PLC (Narrowband Power Line 
Communication), 124–130

neighborhood area network (NAN), 
49, 369

neighbor-to-neighbor scheduling, 166

NERC CIP, 377–378

NetFlow cache, 240

Network Address Translation (NAT) in 
connected factories, 300–302

network analytics, 212, 236–238

data analytics versus, 60–61
Flexible NetFlow (FNF), 238–242
flow analytics, benefits of, 238

network architecture

in connected factories
CPwE (Converged Plantwide 

Ethernet) reference model, 
284–293

IACS (Industrial Automation 
and Control Systems) 
 reference model, 282–284

drivers, 29–30
constraints, 32

data analytics, 32

legacy device support, 32–33

scale, 30

security, 31

GridBlocks reference model 
(for  utilities), 350–352
FAN GridBlock, 367–376

primary substation GridBlock, 
356–362
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system control GridBlock, 
363–368

tiers in, 352–356

IIRA (Industrial Internet Reference 
Architecture), 40

IoT Reference Model, 35–39
IoT-A, 40
IT versus IoT network architectures, 

28–30
in mining, 467–468

applications requirements, 
479–480

cellular technologies, 474–475

core network deployment, 
478–479

data processing, 480–481

IEEE 802.11 wireless mesh net-
works, 468–474

IEEE 802.15.4 wireless access 
technology, 476

isolated versus connected net-
works, 476–478

underground mining, 475

in oil and gas industry, 326–327
control room networks, 327

wired networks, 328

wireless networks, 328–332

oneM2M, 33–35
for public safety, 489

inter-agency collaboration, 
491–493

mission continuum, 489–490

mission fabric, 490–491

mobile command center, 
 495–499

mobile vehicles (land, air, sea), 
502–504

Purdue Model for Control Hierarchy, 
40. See also Purdue Model for 
Control Hierarchy

in school bus safety, 513–514
security

challenges in, 249–250

phased approach, 266–269

simplified IoT architecture
Core IoT Functional Stack, 

43–63

IoT Data Management and 
Compute Stack, 63–70

overview of, 40–43

in smart cities, 390–391
city layer, 394–395

data center layer, 395–397

on-premises versus cloud, 398

services layer, 397–398

street layer, 391–394

in transportation industry, 427
fleets, 436–439

mass transit, 440–441

rail, 442–447

roadways, 427–439

network characteristics, OT security 
and, 259–261

network layer (oneM2M), 35. 
See also IP (Internet Protocol)

network resiliency. See resilient 
network design

network security monitoring (NSM), 
273

network transport sublayer 
(simplified IoT architectural 
model), 44, 56–58. See also IP 
(Internet Protocol)

Networked Economy phase, 5, 6

neural networks, 215–218

NGL (natural gas liquids), 313

NoSQL, 211, 223–224

NSM (network security monitoring), 
273
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O
OAuth, 401

objective function (OF), 170

occupancy sensors, 77

OCTAVE (Operationally Critical 
Threat, Asset and Vulnerability 
Evaluation), 262–265

office buildings. See buildings

oil and gas industry

benefits of IoT, 319–321
challenges in, 316–319
current trends, 314–316
data analytics in, 341–342
network architecture, 326–327

control room networks, 327

wired networks, 328

wireless networks, 328–332

Purdue Model for Control Hierarchy, 
321–323

security
reference architecture, 337–338

requirements, 337

risk control framework, 335–337

use cases, 338–341

terminology, 310–313
use cases

connected oil field, 323–324

connected pipeline, 324–325

connected refinery, 326–332

wireless use cases, 332–335

value chain, 313–314
oil field use case, 323–324

oil sands, 311

oil shales, 311

oneM2M architecture, 33–35

on-premises, cloud computing versus, 
398

OPC (OLE for Process Control), 252

open systems, static systems versus, 
61–62

operational technology. See OT 
(operational technology)

Operationally Critical Threat, Asset 
and Vulnerability Evaluation 
(OCTAVE), 262–265

optimization in IP, 154

6Lo working group, 164–165
6LoWPAN, 159–160
6TiSCH, 165–167
constrained nodes, 155
constrained-node networks, 156–157
fragmentation, 162–163
header compression, 161–162
mesh addressing, 163–164
RPL, 167–172

OT (operational technology)

convergence with IT (information 
technology), 21–22

device mounting factors, 48
environmental factors, 46–47
in mining, 456–457
in mobile command center, 499–501
power sources, 48
responsibilities in IoT Reference 

Model, 38–39
security

device insecurity, 254–255

external vendor dependence, 
255–256

focus of, 261–262

history of, 246–249

industrial protocols, 250–254

lack of security knowledge, 256

legacy device support, 250

network architecture, erosion 
of, 249–250
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network characteristics and, 
259–261

phased approach, 266–273

priorities, 261

Purdue Model for Control 
Hierarchy, 257–259

risk assessment frameworks, 
262–266

in utilities, 348–350
outstations, 184

overhead of access technologies, 
106–107

P
PAN (personal area network), 49

Parallel Redundancy Protocol (PRP), 
361–362

parking. See smart parking

partial mesh topologies, 54

passive defense, 341

patch management use case, 340

payload sizes of access technologies, 
106–107

PCNs (process control networks). See 
oil and gas industry

peer-to-peer topologies, 52, 102–103

personal area network (PAN), 49

personnel safety use case, 334

phased approach to OT security, 
266–273

physical layer. See also actuators; 
sensors; smart objects

for IEEE 802.11ah wireless access 
technology, 131

for IEEE 802.15.4 wireless access 
technology, 113–114

for IEEE 1901.2a wired access tech-
nology, 126–127

for IEEE802.15.4g/IEEE 802.15.4e 
wireless access technologies, 
120–121

IoT Reference Model, 36
for LoRaWAN wireless access 

technology, 135–136
simplified IoT architectural model, 

43, 44–46
pipeline use case, 324–325

plant turnaround use case, 333

pneumatic actuators, 83

point-to-multipoint topologies, 52

point-to-point topologies, 51

population growth statistics for cities, 
385–386

position sensors, 77

power sources

of access technologies, 101–102
for smart objects, 48

power utilities. See utilities

predictive analysis, 210, 220

predictive asset monitoring in oil and 
gas industry, 341–342

prescriptive analysis, 210

pressure sensors, 77

primary substation GridBlock, 
356–362

IEC 61850, 357–361
migration to, 361

process bus, 360–361

station bus, 359–360

resilient network design, 362
SCADA, 356–358

PRIME, 129

priorities of OT security, 261

privacy, challenge of, 23

process bus, IEC 61850, 360–361

process control networks (PCNs). See 
oil and gas industry
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process manufacturing, 281

PROFINET (Process Field Net), 
294–296

prosumer tier (GridBlocks), 352

protection, 364

protocol stacks for IEEE 802.15.4 
wireless access technology, 
108–112

protocol translation, 187–188

PRP (Parallel Redundancy Protocol), 
361–362

public safety, 484

data analytics in, 506–508
emergency response IoT architecture, 

493–494
mobile command center, 

494–501

mobile vehicles (land, air, sea), 
501–506

framework for, 489
inter-agency collaboration, 

491–493

mission continuum, 489–490

mission fabric, 490–491

history of technology adoption in, 
488–489

information sharing in, 485–486
public-private partnership in, 

486–487
school bus safety, 508

bus and student location, 
508–509

diagnostic data analysis, 511

driver behavior monitoring, 
510–511

network architecture, 513–514

push-to-talk communication, 513

video surveillance, 511–513

Wi-Fi availability, 513

smart objects for, 484–485
public-private partnership in public 

safety, 486–487

Purdue Model for Control Hierarchy, 
40, 257–259

in oil and gas industry, 321–323
push-to-talk communication in school 

bus safety, 513

Q
QoS (quality of service) in MQTT, 

201–202

R
radiation sensors, 78

rail, 414

challenges in, 417–418, 420
connected stations, 446–447
network architecture, 442–447
security, 447

ranges, 48–51

of access technologies, 96–98
topologies versus, 54

rank, 170

real-time asset inventory use case, 
338–339

real-time data analysis

challenge of, 30
in public safety, 485–486

real-time location systems (RTLS), 14

in connected factories, 292–293
reduced-function devices (RFDs), 52

reference models. See network 
architecture

refineries. See connected refinery use 
case
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remote access control use case, 339

remote expert use case, 333–334

remote learning, 218

remote monitoring and scheduling 
management, 166

remote terminal units (RTUs), 186

REP (Resilient Ethernet Protocol), 
287–289

resilient network design

in connected factories, 286–289, 298
in smart cities, 394–395
in substation automation, 362

REST (representational state 
transfer), 190

RFC (Request for Comments), 159

RFDs (reduced-function devices), 52

risk assessment frameworks, 262–266

FAIR, 265–266
OCTAVE, 262–265
in oil and gas industry, 335–337

reference architecture, 337–338

requirements, 337

use cases, 338–341

roaches, sensors on, 19–20

road pricing, economic impact of, 388

roadways, 414

challenges in, 9–10, 415–416
network architecture, 427–439

Bluetooth, 427–428

cellular technologies, 428

DSRC/WAVE, 428–434

security, 439
use case, 8–12

RoLL (Routing over Low-Power and 
Lossy Networks) working group, 
156

Root Access Point (RAP), 469–470

RPL (Routing Protocol for Low Power 
and Lossy Networks), 167–172

RTLS (real-time location systems), 14

in connected factories, 292–293
RTUs (remote terminal units), 186

S
safety in mining, 455, 459–461

Sampled Values (SV), 253, 360

SANETs (sensor/actuator networks)

advantages/disadvantages of wireless, 
88

communication protocols, 92–93
defined, 87–88
WSNs (wireless sensor networks), 

88–91
SCADA (supervisory control and data 

acquisition), 153, 182–189

adaptation for IP, 183–185
MAP-T, 188–189
protocol translation, 187–188
in substation automation, 356–358
tunneling over IP, 185–187

scale

challenge of, 23, 29, 30
of mining operations, 451–455

scheduling in 6TiSCH, 166

school bus safety, 508

bus and student location, 508–509
diagnostic data analysis, 511
driver behavior monitoring, 510–511
network architecture, 513–514
push-to-talk communication, 513
video surveillance, 511–513
Wi-Fi availability, 513

sectorization, 132–133
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security

authentication and encryption on 
constrained nodes, 173

challenge of, 23, 29, 31
in connected factories, 299–304

identity services, 303–304

IDMZ (industrial demilitarized 
zone), 302–303

NAT (Network Address 
Translation), 300–302

for IEEE 802.11ah wireless access 
technology, 133

for IEEE 802.15.4 wireless access 
technology, 116–117

for IEEE 1901.2a wired access tech-
nology, 128–129

for IEEE802.15.4g/IEEE 802.15.4e 
wireless access technologies, 123

for LoRaWAN wireless access tech-
nology, 139–140

for mass transit, 441
in mining, 456, 466
in oil and gas industry

reference architecture, 337–338

requirements, 337

risk control framework, 335–337

use cases, 338–341

OT security
device insecurity, 254–255

external vendor dependence, 
255–256

focus of, 261–262

history of, 246–249

industrial protocols, 250–254

lack of security knowledge, 256

legacy device support, 250

network architecture, erosion 
of, 249–250

network characteristics and, 
259–261

phased approach, 266–273

priorities, 261

Purdue Model for Control 
Hierarchy, 257–259

risk assessment frameworks, 
262–266

in public safety
mobile command center, 

495–499

mobile vehicles (land, air, sea), 
502–504

for rail, 447
for roadways, 439
in smart cities, 398–401
in utilities, 376–377

distribution network, 378–380

NERC CIP, 377–378

security intelligence and anomaly 
detection use case, 341

self-driving cars, 8–9

semi-structured data, 208

sensor/actuator networks. See 
SANETs (sensor/actuator networks)

sensors

actuators versus, 81–82, 83
in agriculture, 78–79
for air quality monitoring, 410–411
application layer protocol not 

present, 180–182
in cars, 9, 75
classifications of, 44–45, 76–78
defined, 76
in factories, 13–14
on living things, 19–21
MEMS devices, 83–84
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number of, 80
in office buildings, 15–19
in physical layer (simplified IoT 

architectural model), 44–46
for smart parking, 405–407
in smart phones, 79–80
in street layer (smart cities), 391–394

serial backhaul, 470

services layer in smart cities, 397–398

services layer (oneM2M), 34

shale oil, 311

short range technologies, 97

siloed strategies for smart cities, 
389–390

Simple Object Access Protocol 
(SOAP), 190

simplified IoT architecture

Core IoT Functional Stack, 43–63
access network sublayer, 48–54

application and analytics layer, 
59–63

communications network layer, 
46–59

gateways and backhaul  network 
sublayer, 54–56

IoT network management 
 sublayer, 58–59

network transport sublayer, 
56–58

physical layer, 44–46

IoT Data Management and Compute 
Stack, 63–70
edge computing, 68

fog computing, 65–68

relationship among cloud, edge, 
fog computing, 68–70

overview of, 40–43
Six Sigma, 281

slope monitoring in mining, 461

smart buildings, economic impact of, 
387

smart cities

economic impact of, 386–388
global versus siloed strategies, 

389–390
network architecture, 390–391

city layer, 394–395

data center layer, 395–397

on-premises versus cloud, 398

services layer, 397–398

street layer, 391–394

population growth statistics, 385–386
security, 398–401
use cases. See also public safety; 

transportation industry
connected environment, 

409–411

connected street lighting, 
401–404

smart parking, 404–407

smart traffic control, 407–409

smart connected buildings use case, 
15–19

smart creatures, 19–21

smart devices. See smart objects

smart farming

actuators in, 83
sensors in, 78–79

smart grid. See utilities

smart material actuators, 83

smart meters, 371–372

smart objects. See also actuators; 
sensors

access technologies
cellular technologies, 142–146

IEEE 802.11ah, 130–133
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540 smart objects

IEEE 802.15.4, 108–118

IEEE 1901.2a, 124–130

IEEE802.15.4g/IEEE 802.15.4e, 
118–124

LoRaWAN, 134–142

characteristics of, 85–86
classifications of, 44–45
communications criteria, 96

constrained nodes, 103–104

constrained-node networks, 
104–107

data rate and throughput, 
104–105

frequency bands, 98–101

latency, 105–106

overhead and payload sizes, 
106–107

power sources, 101–102

range, 96–98

topologies, 102–103

defined, 75, 84–85
device mounting factors, 48
environmental factors, 46–47
in physical layer (simplified IoT 

architectural model), 44–46
power sources, 48
for public safety, 484–485
trends in, 87
in WSNs, 88–91

smart parking, 404–407

economic impact of, 387
smart phones, sensors in, 79–80

smart sensors. See smart objects

smart services, efficiency of, 62–63

smart things. See smart objects

smart traffic control use case, 
407–409. See also roadways

SOAP (Simple Object Access 
Protocol), 190

software in connected factories, 
279–281

sour gas, 313

South American bus example (mass 
transit), 420–421

Spark, 228

standardization

cellular technologies, 142–143
IEEE 802.11ah wireless access 

technology, 130–131
IEEE 802.15.4 wireless access 

technology, 108–112
IEEE 1901.2a wired access 

 technology, 125–126
IEEE802.15.4g/IEEE 802.15.4e wire-

less access technologies, 119–120
LoRaWAN wireless access technol-

ogy, 134–135
star topologies, 52–53, 102–103

IEEE 802.11ah, 132
LoRaWAN, 138–139

static scheduling, 166

static systems, open systems versus, 
61–62

station bus, IEC 61850, 359–360

Storm, 228–229

street layer in smart cities, 391–394

structured data, 207–208

student onboarding/offboarding in 
school bus safety, 508–509

substation automation, 356–362

IEC 61850, 357–361
migration to, 361

process bus, 360–361

station bus, 359–360

resilient network design, 362
SCADA, 356–358

substation tier (GridBlocks), 353

substation WAN, 363–368
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current differential protection, 
364–365

distance protection, 363–365
WAN design, 365–368

supervised learning, 213–214

supervisory control and data 
acquisition. See SCADA 
(supervisory control and data 
acquisition)

SV (Sampled Values), 253, 360

symmetric keys, 116–117

synchrophasors, 359

system control GridBlock, 
363–368

current differential protection, 
364–365

distance protection, 363–365
WAN design, 365–368

system control tier (GridBlocks), 352

T
TCP (Transmission Control Protocol), 

178–179

technology adoption in public safety, 
488–489

teleprotection, 363–368

current differential protection, 
364–365

distance protection, 363–365
WAN design, 365–368

temperature sensors, 78

things. See smart objects

“things” layer. See physical layer

3rd Generation Partnership Project 
(3GPP), 142–146

Thread, 109, 174–175

throughput of access technologies, 
104–105

tight oils, 311

Time-Slotted Channel Hopping 
(TSCH), 121

topologies, 51–54

of access technologies, 102–103
cellular technologies, 146

IEEE 802.11ah, 132–133

IEEE 802.15.4, 116

IEEE 1901.2a, 128

IEEE802.15.4g/IEEE 802.15.4e, 
123

LoRaWAN, 138–139

ranges versus, 54
Track Forwarding (TF), 167

trains. See mass transit; rail

Transmission Control Protocol (TCP), 
178–179

transmission stage (power utilities), 
347

transport layer protocols, TCP versus 
UDP, 178–179

transport methods for application 
protocols

application layer protocol not 
present, 180–182

categories of, 180
CoAP, 191–196
MQTT, 196–203
SCADA, 182–189

adaptation for IP, 183–185

MAP-T, 188–189

protocol translation, 187–188

tunneling over IP, 185–187

web-based protocols, 189–191
transportation industry. See also 

school bus safety

mass transit
challenges in, 416–417, 

419–420

network architecture, 440–441
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rail, 442–447

security, 441

South American bus example, 
420–421

use case, 422–427

operator and user challenges, 
418–420

rail
challenges in, 417–418, 420

security, 447

roadways
challenges in, 9–10, 415–416

network architecture, 427–439

security, 439

use case, 8–12

smart traffic control use case, 
407–409

subsectors of, 413–415
use cases

connected cars, 421–422

connected fleets, 422

mass transit, 422–427

trans-regional-trans-national tier 
(GridBlocks), 353

TSCH (Time-Slotted Channel 
Hopping), 121

tunneling SCADA over IP, 185–187

U
ubiquitous things. See smart objects

UDP (User Datagram Protocol), 
178–179

unconventional oil and natural gas, 
310

underground mining, wireless 
communications in, 475

unlicensed spectrum, 99, 467

unstructured data, 207–208

unsupervised learning, 214–215

urban development. See smart cities

User Datagram Protocol (UDP), 
178–179

utilities

delivery stages, 347–348
future of smart grid, 381–382
GridBlocks reference model, 

350–352
FAN GridBlock, 367–376

primary substation GridBlock, 
356–362

system control GridBlock, 
363–368

tiers in, 352–356

importance of, 345
IT/OT challenges, 348–350
security, 376–377

distribution network, 378–380

NERC CIP, 377–378

utility tier (GridBlocks), 354

V
value chain in oil and gas industry, 

313–314

variety in big data, 221

velocity in big data, 221

velocity sensors, 77

vendor dependence, 255–256

versions of IP, 157–158

video surveillance in school bus 
safety, 511–513

volatile markets in mining, 456

volume in big data, 221
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W
WAMCS (wide area measurement and 

control system) tier (GridBlocks), 
356

water management, economic impact 
of, 387–388

WAVE (Wireless Access in Vehicular 
Environments), 428–434

weather monitoring in mining, 461

web-based protocols, 189–191

WebSocket, 58

wet gas, 313

WFNs (wireless field networks) in oil 
and gas industry, 329–332

wide area measurement and control 
system (WAMCS) tier (GridBlocks), 
356

Wi-Fi, 56, 120

in CPwE, 289–293
IEEE 802.11ah, 130–133
in school bus safety, 513

Wi-Fi Alliance, 130–131

Wi-Fi HaLow, 130–131

WiMAX, 55, 56, 120

wired access technologies. See access 
technologies

wired networks in oil and gas 
industry, 328

Wireless Access in Vehicular 
Environments (WAVE), 428–434

wireless access technologies. See 
access technologies

wireless field networks (WFNs) in oil 
and gas industry, 329–332

wireless networks

in mining, 467–468

applications requirements, 
479–480

cellular technologies, 
474–475

core network deployment, 
478–479

data processing, 480–481

IEEE 802.11 wireless mesh 
 networks, 468–474

IEEE 802.15.4 wireless access 
technology, 476

isolated versus connected 
 networks, 476–478

underground mining, 475

in oil and gas industry, 328–332
wireless SANETs. See WSNs

WirelessHART, 109

Wi-SUN Alliance, 120, 
174, 374

Workgroup Bridge (WGB), 470

WSNs (wireless sensor networks), 
88–91, 92–93

X
XMPP (Extensible Messaging and 

Presence), 58, 190

Y
YARN (Yet Another Resource 

Negotiator), 226–227

Z
ZigBee, 109, 110–111, 153

ZigBee IP, 109, 112
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