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Introduction

This book’s content is based on the Cisco Systems TSHOOT course that has recently
been introduced as part of the CCNP curriculum; it provides troubleshooting and main-
tenance knowledge and examples in the area of Cisco routing and switching. It is
assumed that the reader possesses as much Cisco routing and switching background as
that covered in the Cisco ROUTE and SWITCH courses. The content of this book is
enough to prepare the reader for the TSHOOT exam, too. Note that the e-learning con-
tent of the Cisco TSHOOT course has been integrated into this book. 

Teaching troubleshooting is not an easy task. This book introduces the reader to many
troubleshooting methodologies and identifies the benefits of different techniques.
Technical routing and switching topics are briefly reviewed, but the emphasis is on trou-
bleshooting commands, and most important, presenting many troubleshooting examples.
Chapter review questions help readers evaluate how well they absorbed the chapter con-
tent. The questions are also an excellent supplement for exam preparation.

Who Should Read This Book?

Those individuals who want to learn about modern troubleshooting methodologies and
techniques and desire to see several relevant examples will find this book very useful.
This book is most suitable for those who have some prior routing and switching knowl-
edge but would like to learn or enhance their troubleshooting skill set. Readers who want
to pass the Cisco TSHOOT exam can find all the content they need to successfully do so
in this book. The Cisco Networking Academy CCNP TSHOOT course students will use
this book as their official textbook.

Cisco Certifications and Exams

Cisco offers four levels of routing and switching certification, each with an increasing
level of proficiency: Entry, Associate, Professional, and Expert. These are commonly
known by their acronyms CCENT (Cisco Certified Entry Networking Technician), CCNA
(Cisco Certified Network Associate), CCNP (Cisco Certified Network Professional), and
CCIE (Cisco Certified Internetworking Expert). There are others, too, but this book
focuses on the certifications for enterprise networks.

For the CCNP certification, you must pass exams on a series of CCNP topics, including
the SWITCH, ROUTE, and TSHOOT exams. For most exams, Cisco does not publish the
scores needed for passing. You need to take the exam to find that out for yourself.

To see the most current requirements for the CCNP certification, go to Cisco.com and
click Training and Events. There you can find out other exam details such as exam topics
and how to register for an exam.

The strategy you use to prepare for the TSHOOT exam might differ slightly from strategies
used by other readers, mainly based on the skills, knowledge, and experience you have
already obtained. For instance, if you have attended the TSHOOT course, you might take a
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different approach than someone who learned troubleshooting through on-the-job training.
Regardless of the strategy you use or the background you have, this book is designed to help
you get to the point where you can pass the exam with the least amount of time required. 

How This Book Is Organized

Although this book can be read cover to cover, it is designed to be flexible and allow you
to easily move between chapters to cover only the material with which you might need
additional remediation. The chapters can be covered in any order, although some chapters
are related and build upon each other. If you do intend to read them all, the order in the
book is an excellent sequence to follow.

Each core chapter covers a subset of the topics on the CCNP TSHOOT exam. The chap-
ters cover the following topics:

■ Chapter 1, “Planning Maintenance for Complex Networks”: This chapter presents
and evaluates commonly practiced models and methodologies for network mainte-
nance, introduces the processes and procedures that are fundamental parts of any
network maintenance methodology, and identifies and evaluates tools, applications,
and resources that support network maintenance processes.

■ Chapter 2, “Troubleshooting Processes for Complex Enterprise Networks”: This
chapter explains the benefits of structured troubleshooting and how to implement
troubleshooting procedures. Furthermore, the generic troubleshooting processes and
their relation to network maintenance processes are analyzed, along with the role of
change control and documentation.

■ Chapter 3, “Using Maintenance and Troubleshooting Tools and Applications”: This
chapter reviews the built-in Cisco IOS tools and commands, plus some specialized
tools and applications used for network troubleshooting and maintenance.

■ Chapter 4, “Maintaining and Troubleshooting Campus Switched Solutions”: This
chapter reviews prominent campus multilayer switching technologies such as
VLANs, Spanning Tree Protocol, inter-VLAN routing, and first-hop redundancy pro-
tocols, and it focuses on resolving problems related to these technologies.

■ Chapter 5, “Maintaining and Troubleshooting Routing Solutions”: This chapter’s
focus is on troubleshooting network layer connectivity. Troubleshooting EIGRP,
OSPF, BGP, and route redistribution are presented in sequence.

■ Chapter 6, “Troubleshooting Addressing Services”: This chapter consists of two
parts. The first part discusses how to identify and correct common IPv4 addressing
service issues (NAT and DHCP specifically), and the second part does the same for
common IPv6 routing issues. 

■ Chapter 7, “Troubleshooting Network Performance Issues”: This chapter has three
main sections. The first section presents troubleshooting network application servic-
es, and the second and third sections focus on troubleshooting performance issues
on routers and switches.
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■ Chapter 8, “Troubleshooting Converged Networks”: This chapter discusses trou-
bleshooting topics that relate to proper operation of wireless, unified communica-
tions, and video applications.

■ Chapter 9, “Maintaining and Troubleshooting Network Security
Implementations”: This chapter starts by explaining the troubleshooting challenges
in secure networks. Next, troubleshooting the management plane, control plane, and
data plane are discussed in sequence. Troubleshooting branch office connectivity is
the final topic of this chapter.

■ Chapter 10, “Review and Preparation for Troubleshooting Complex Enterprise
Networks”: This chapter reviews the key maintenance and troubleshooting concepts
and tools, and concludes with a brief discussion about applying maintenance and
troubleshooting concepts and tools.

There is also an appendix that has answers to the “Review Questions” questions found at
the end of each chapter.
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Chapter 2

Troubleshooting Processes for
Complex Enterprise Networks

This chapter covers the following topics:

■ Troubleshooting principles and approaches

■ Implementing troubleshooting processes

■ Integrating troubleshooting into the network maintenance process

Most modern enterprises depend heavily on the smooth operation of their network infra-
structure. Network downtime usually translates to loss of productivity, revenue, and rep-
utation. Network troubleshooting is therefore one of the essential responsibilities of the
network support group. The more efficiently and effectively the network support person-
nel diagnose and resolve problems, the lower impact and damages will be to business. In
complex environments, troubleshooting can be a daunting task, and the recommended
way to diagnose and resolve problems quickly and effectively is by following a structured
approach. Structured network troubleshooting requires well-defined and documented
troubleshooting procedures.

This chapter explains the benefits of structured troubleshooting and identifies the leading
principles that are at the core of all troubleshooting methodologies. Implementing trou-
bleshooting procedures is the next topic, with a discussion on gathering and analyzing
information and solving the problem. Finally, the generic troubleshooting processes and
their relation to network maintenance processes are analyzed along with the role of
change control and documentation.

Troubleshooting Methodologies

Troubleshooting is not an exact science, and a particular problem can be diagnosed and
sometimes even solved in many different ways. However, when you perform structured
troubleshooting, you make continuous progress, and usually solve the problems faster
than it would take using an ad hoc approach. There are many different structured trou-
bleshooting approaches. For some problems, one method might work better, whereas for
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others, another method might be more suitable. Therefore, it is beneficial for the trou-
bleshooter to be familiar with a variety of structured approaches and select the best
method or combination of methods to solve a particular problem.

Troubleshooting Principles

Troubleshooting is the process that leads to the diagnosis and, if possible, resolution of a
problem. Troubleshooting is usually triggered when a person reports a problem. Some
people say that a problem does not exist until it is noticed, perceived as a problem, and
reported as a problem. This implies that you need to differentiate between a problem, as
experienced by the user, and the actual cause of that problem. The time a problem is
reported is not necessarily the same time at which the event causing the problem hap-
pened. Also, the reporting user generally equates the problem to the symptoms, whereas
the troubleshooter often equates the problem to the root cause. For example, if the
Internet connection fails on Saturday in a small company, it is usually not a problem, but
you can be sure that it will turn into a problem on Monday morning if it is not fixed
before then. Although this distinction between symptoms and cause of a problem might
seem philosophical, you need to be aware of the potential communication issues that
might arise from it.

Generally, reporting of a problem triggers the troubleshooting process. Troubleshooting
starts by defining the problem. The second step is diagnosing the problem during which
information is gathered, the problem definition is refined, and possible causes for the
problem are proposed. Eventually this process should lead to a hypothesis for the root
cause of the problem. At this time, possible solutions need to be proposed and evaluated.
Next, the best solution is selected and implemented. Figure 2-1 illustrates the main ele-
ments of a structured troubleshooting approach and the transition possibilities from one
step to the next.

It is noteworthy, however, that the solution to a network problem cannot always be
readily implemented and an interim workaround might have to be proposed. The differ-
ence between a solution and a workaround is that a solution resolves the root cause of
the problem, whereas a workaround only alleviates the symptoms of the problem.

Although problem reporting and resolution are definitely essential elements of the trou-
bleshooting process, most of the time is spent in the diagnostic phase. One might even
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Figure 2-1 Flow Chart of a Structured Troubleshooting Approach
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believe that diagnosis is all troubleshooting is about. Nevertheless, within the context of
network maintenance, problem reporting and resolution are indeed essential parts of
troubleshooting. Diagnosis is the process of identifying the nature and cause of a prob-
lem. The main elements of this process are as follows:

■ Gathering information: Gathering information happens after the problem has been
reported by the user (or anyone). This might include interviewing all parties (user)
involved, plus any other means to gather relevant information. Usually, the problem
report does not contain enough information to formulate a good hypothesis without
first gathering more information. Information and symptoms can be gathered
directly, by observing processes, or indirectly, by executing tests.

■ Analyzing information: After the gathered information has been analyzed, the trou-
bleshooter compares the symptoms against his knowledge of the system, processes,
and baselines to separate normal behavior from abnormal behavior.

■ Eliminating possible causes: By comparing the observed behavior against expected
behavior, some of the possible problems causes are eliminated.

■ Formulating a hypothesis: After gathering and analyzing information and eliminat-
ing the possible causes, one or more potential problem causes remain. The probabili-
ty of each of these causes will have to be assessed and the most likely cause pro-
posed as the hypothetical cause of the problem.

■ Testing the hypothesis: The hypothesis must be tested to confirm or deny that it is
the actual cause of the problem. The simplest way to do this is by proposing a solu-
tion based on this hypothesis, implementing that solution, and verifying whether this
solved the problem. If this method is impossible or disruptive, the hypothesis can be
strengthened or invalidated by gathering and analyzing more information.

All troubleshooting methods include the elements of gathering and analyzing informa-
tion, eliminating possible causes, and formulating and testing hypotheses. Each of these
steps has its merits and requires some time and effort; how and when one moves from
one step to the next is a key factor in the success level of a troubleshooting exercise. In
a scenario where you are troubleshooting a complex problem, you might go back and
forth between different stages of troubleshooting: Gather some information, analyze the
information, eliminate some of the possibilities, gather more information, analyze again,
formulate a hypothesis, test it, reject it, eliminate some more possibilities, gather more
information, and so on.

If you do not take a structured approach to troubleshooting and go through its steps
back and forth in an ad hoc fashion, you might eventually find the solution; however, the
process in general will be very inefficient. Another drawback of this approach is that
handing the job over to someone else is very hard to do; the progress results are mainly
lost. This can happen even if the troubleshooter wants to resume his own task after he has
stopped for a while, perhaps to take care of another matter. A structured approach to
troubleshooting, regardless of the exact method adopted, yields more predictable results
in the long run. It also makes it easier to pick up where you left off or hand the job over
to someone else without losing any effort or results. A troubleshooting method that is
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commonly deployed both by inexperienced and experienced troubleshooters is the
shoot-from-the-hip method. Using this method, after a very short period of gathering
information, the troubleshooter quickly makes a change to see if it solves the problem.
Even though it may seem like random troubleshooting on the surface, it is not. The rea-
son is that the guiding principle for this method is knowledge of common symptoms and
their corresponding causes, or simply extensive relevant experience in a particular envi-
ronment or application. This technique might be quite effective for the experienced trou-
bleshooter most times, but it usually does not yield the same results for the inexperi-
enced troubleshooter. Figure 2-2 shows how the “shoot from the hip” goes about solving
a problem, spending almost no effort in analyzing the gathered information and eliminat-
ing possibilities.

Assume that a user reports a LAN performance problem and in 90 percent of the past
cases with similar symptoms, the problem has been caused by duplex mismatch between
users’ workstation (PC or laptop) and the corresponding access switch port. The solution
has been to configure the switch port for 100-Mbps full duplex. Therefore, it sounds rea-
sonable to quickly verify the duplex setting of the switch port to which the user connects
and change it to 100-Mbps full duplex to see whether that fixes the problem. When it
works, this method can be very effective because it takes very little time. Unfortunately,
the downside of this method is that if it does not work, you have not come any closer to
a possible solution, you have wasted some time (both yours and users’), and you might
possibly have caused a bit of frustration. Experienced troubleshooters use this method to
great effect. The key factor in using this method effectively is knowing when to stop and
switch to a more methodical (structured) approach.

Structured Troubleshooting Approaches

A structured troubleshooting method is used as a guideline through a troubleshooting
process. The key to all structured troubleshooting methods is systematic elimination of
hypothetical causes and narrowing down on the possible causes. By systematically elimi-
nating possible problem causes, you can reduce the scope of the problem until you man-
age to isolate and solve the problem. If at some point you decide to seek help or hand the
task over to someone else, your findings can be of help to that person and your efforts
are not wasted.
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Figure 2-2 The Shoot-from-the-Hip Troubleshooting Method
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Commonly used troubleshooting approaches include the following:

■ Top down: Using this approach, you work from the Open Systems Interconnection
(OSI) model’s application layer down to the physical layer.

■ Bottom up: The bottom-up approach starts from the OSI model’s physical layer and
moves up to the application layer.

■ Divide and conquer: Using this approach, you start in the middle of the OSI model’s
stack (usually the network layer) and then, based on your findings, you move up or
down the OSI stack.

■ Follow the path: This approach is based on the path that packets take through the
network from source to destination.

■ Spot the differences: As the name implies, this approach compares network devices
or processes that are operating correctly to devices or processes that are not operat-
ing as expected and gathers clues by spotting significant differences. In case the
problem occurred after a change on a single device was implemented, the spot-the-
differences approach can pinpoint the problem cause by focusing on the difference
between the device configurations, before and after the problem was reported.

■ Move the problem: The strategy of this troubleshooting approach is to physically
move components and observe whether the problem moves with the components.

The sections that follow describe each of these methods in greater detail.

Top-Down Troubleshooting Method

The top-down troubleshooting method uses the OSI model as a guiding principle. One
of the most important characteristics of the OSI model is that each layer depends on the
underlying layers for its operation. This implies that if you find a layer to be operational,
you can safely assume that all underlying layers are fully operational as well. So for
instance, if you are researching a problem of a user that cannot browse a particular web-
site and you find that you can establish a TCP connection on port 80 from this host to
the server and get a response from the server, you can typically draw the conclusion that
the transport layer and all layers below must be fully functional between the client and
the server and that this is most likely a client or server problem and not a network prob-
lem. Be aware that in this example it is reasonable to conclude that Layers 1 through 4
must be fully operational, but it does not definitively prove this. For instance, non-frag-
mented packets might be routed correctly, while fragmented packets are dropped. The
TCP connection to port 80 might not uncover such a problem. Essentially, the goal of
this method is to find the highest OSI layer that is still working. All devices and process-
es that work on that layer or layers below are then eliminated from the scope of the
problem. It might be clear that this method is most effective if the problem is on one of
the higher OSI layers. This approach is also one of the most straightforward trou-
bleshooting methods, because problems reported by users are typically defined as appli-
cation layer problems, so starting the troubleshooting process at that layer is an obvious
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thing to do. A drawback or impediment to this method is that you need to have access to
the client’s application layer software to initiate the troubleshooting process, and if the
software is only installed on a small number of machines, your troubleshooting options
might be limited.

Bottom-Up Troubleshooting Method

The bottom-up troubleshooting approach also uses the OSI model as its guiding principle
with the physical layer (bottom layer of the OSI stack) as the starting point. In this
approach you work your way layer by layer up toward the application layer, and verify
that relevant network elements are operating correctly. You try to eliminate more and
more potential problem causes so that you can narrow down the scope of the potential
problems. A benefit of this method is that all of the initial troubleshooting takes place on
the network, so access to clients, servers, or applications is not necessary until a very late
stage in the troubleshooting process. Based on experience, you will find that most net-
work problems are hardware related. If this is applicable to your environment, the bot-
tom-up approach will be most suitable for you. A disadvantage of this method is that, in
large networks, it can be a time-consuming process, because a lot of effort will be spent
on gathering and analyzing data and you always start from the bottom layer. The best
bottom-up approach is to first reduce the scope of the problem using a different strategy
and then switch to the bottom-up approach for clearly bounded parts of the network
topology.

Divide-and-Conquer Troubleshooting Method

The divide-and-conquer troubleshooting method strikes a balance between the top-down
and bottom-up troubleshooting approaches. If it is not clear which of the top-down or
bottom-up approaches will be more effective for a particular problem, an alternative is to
start in the middle (typically the network layer) and perform some tests such as ping. Ping
is an excellent connectivity testing tool. If the test is successful, you can assume that all
lower layers are functional, and so you can start a bottom-up troubleshooting starting
from this layer. However, if the test fails, you can start a top-down troubleshooting start-
ing from this layer. Whether the result of the initial test is positive or negative, this
method will usually result in a faster elimination of potential problems than what you
would achieve by implementing a full top-down or bottom-up approach. Therefore, the
divide-and-conquer method is considered a highly effective troubleshooting approach.

Follow-the-Path Troubleshooting Method

The follow-the-path approach is one of the most basic troubleshooting techniques, and it
usually complements one of the other troubleshooting methods such as the top-down or
the bottom-up approach. The follow-the-path approach first discovers the actual traffic
path all the way from source to destination. Next, the scope of troubleshooting is
reduced to just the links and devices that are actually in the forwarding path. The princi-
ple of this approach is to eliminate the links and devices that are irrelevant to the trou-
bleshooting task at hand.
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Spot-the-Differences Troubleshooting Method

Another common troubleshooting approach is called spotting the differences. By com-
paring configurations, software versions, hardware, or other device properties, links, or
processes between working and nonworking situations and spotting significant differ-
ences between them, this approach attempts to resolve the problem by changing the non-
operational elements to be consistent with the working ones. The weakness of this
method is that it might lead to a working situation, without clearly revealing the root
cause of the problem. In some cases, you are not sure whether you have implemented a
solution or a workaround. Example 2-1 shows two routing tables; one belongs to
Branch2, experiencing problems, and the other belongs to Branch1, with no problems. If
you compare the content of these routing tables, as per the spotting-the-differences
approach, a natural deduction is that the branch with problems is missing a static entry.
The static entry can be added to see whether it solves the problem.

Example 2-1 Spot the Differences: One Malfunctioning and One Working Router

————————————- Branch1 is in good working order ——————————

Branch1# show ip route

<...output omitted...>

10.0.0.0/24 is subnetted, 1 subnets

C       10.132.125.0 is directly connected, FastEthernet4

C    192.168.36.0/24 is directly connected, BVI1

S*   0.0.0.0/0 [254/0] via 10.132.125.1

————————————- Branch2 has connectivity problems ——————————

Branch2# show ip route

<...output omitted...>

10.0.0.0/24 is subnetted, 1 subnets

C       10.132.126.0 is directly connected, FastEthernet4

C    192.168.37.0/24 is directly connected, BVI1

To further illustrate the spotting-the-differences approach and highlight its shortcomings,
assume that you are troubleshooting a connectivity problem with a branch office router
and you have managed to narrow down the problem to some issue with the DSL link. You
have not discovered the real culprit, but you notice that this branch’s router is an older
type that was phased out in most of the other branch offices. In the trunk of your car,
you have a newer type of router that must be installed at another branch office next
week. You decide to copy the configuration of the existing malfunctioning branch router
to the new router and use the new router at this branch. Now everything works to your
satisfaction, but unfortunately, the following questions remain unanswered:

■ Is the problem actually fixed?

■ What was the root cause of the problem?

■ What should you do with the old router?
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■ What will you do for the branch that was supposed to receive the new router you
just used?

In a case like this, the default settings (and behavior) of the old and the newer operating
systems (IOS) could be different, and that explains why using the newer router solves the
problem at hand. Unless those differences are analyzed, explained, and documented (that
is, communicated to others), merely changing the routers is not considered a solution to
the problem, and the questions in the preceding list remain unanswered.

Obviously, the spotting-the-differences method has a number of drawbacks, but what
still makes it useful is that you can use it even when you lack the proper technological
and troubleshooting knowledge and background. The effectiveness of this method
depends heavily on how easy it is to compare working and nonworking device, situations,
or processes. Having a good baseline of what constitutes normal behavior on the network
makes it easier to spot abnormal behavior. Also, the use of consistent configuration tem-
plates makes it easier to spot the significant differences between functioning and mal-
functioning devices. Consequently, the effectiveness of this method depends on the qual-
ity of the overall network maintenance process. Similar to the follow the path approach,
spot the differences is best used as a supporting method in combination with other trou-
bleshooting approaches.

Move-the-Problem Troubleshooting Method

Move the problem is a very elementary troubleshooting technique that can be used for
problem isolation: You physically swap components and observe whether the problem
stays in place, moves with the component, or disappears entirely. Figure 2-3 shows two
PCs and three laptops connected to a LAN switch, among which laptop B has connectivi-
ty problems. Assuming that hardware failure is suspected, you must discover if the prob-
lem is on the switch, the cable, or the laptop. One approach is to start gathering data by
checking the settings on the laptop with problems, examining the settings on the switch,
comparing the settings of all the laptops, and the switch ports, and so on. However, you
might not have the required administrative passwords for the PCs, laptops, and the switch.
The only data that you can gather is the status of the link LEDs on the switch and the lap-
tops and PCs. What you can do is obviously limited. A common way to at least isolate the
problem (if it is not solved outright) is cable or port swapping. Swap the cable between a
working device and laptop B (the one that is having problems). Move the laptop from one
port to another using a cable that you know for sure is good. Based on these simple
moves, you can isolate whether the problem is cable, switch, or laptop related.

Just by executing simple tests in a methodical way, the move-the-problem approach
enables you to isolate the problem even if the information that you can gather is minimal.
Even if you do not solve the problem, you have scoped it to a single element, and you can
now focus further troubleshooting on that element. Note that in the previous example if
you determine that the problem is cable related, it is unnecessary to obtain the adminis-
trative password for the switch, PCs, and laptops. The drawbacks of this method is that
you are isolating the problem to only a limited set of physical elements and not gaining
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Figure 2-3 Move the Problem: Laptop B Is Having Network Problems

any real insight in what is happening, because you are gathering only very limited indi-
rect information. This method assumes that the problem is with a single component. If
the problem lies within multiple devices, you might not be able to isolate the problem
correctly.

Troubleshooting Example: Methodologies

An external financial consultant has come in to help your company’s controller with an
accounting problem. He needs access to the finance server. An account has been created
for him on the server, and the client software has been installed on the consultant’s lap-
top. You happen to walk past the controller’s office and are called in and told that the
consultant can’t connect to the finance server. You are a network support engineer and
have access to all network devices, but not to the servers. Think about how you would
handle this problem, what your troubleshooting plan would be, and which method or
combination of methods you would use.

What possible approaches can you take for this troubleshooting task? This case lends
itself to many different approaches, but some specific characteristics can help you decide
an appropriate approach:

■ You have access to the network devices, but not to the server. This implies that you
will likely be able to handle Layer 1–4 problems by yourself; however, for Layer 5–7,
you will probably have to escalate to a different person.

■ You have access to the client device, so it is possible to start your troubleshooting
from it.

■ The controller has the same software and access rights on his machine, so it is possi-
ble to compare between the two devices.

What are the benefits and drawbacks of each possible troubleshooting approach for
this case?
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■ Top down: You have the opportunity to start testing at the application layer. It is
good troubleshooting practice to confirm the reported problem, so starting from the
application layer is an obvious choice. The only possible drawback is that you will
not discover simple problems, such as the cable being plugged in to a wrong outlet,
until later in the process.

■ Bottom up: A full bottom-up check of the whole network is not a very useful
approach because it will take too much time and at this point, there is no reason to
assume that the network beyond the first access switch would be causing the issue.
You could consider starting with a bottom-up approach for the first stretch of the
network, from the consultant’s laptop to the access switch, to uncover potential
cabling problems.

■ Divide and conquer: This is a viable approach. You can ping from the consultant’s
laptop to the finance server. If that succeeds, you know that the problem is more
likely to be with the application (although you have to consider potential firewall
problems, too). If the ping fails, you are definitely dealing with a network issue, and
you are responsible for fixing it. The advantage of this method is that you can quick-
ly decide on the scope of the problem and whether escalation is necessary.

■ Follow the path: Similar to the bottom-up approach, a full follow-the-path approach
is not efficient under the circumstances, but tracing the cabling to the first switch
can be a good start if it turns out that the link LED is off on the consultant’s PC.
This method might come into play after other techniques have been used to narrow
the scope of the problem.

■ Spot the differences: You have access to both the controller’s PC and the consul-
tant’s laptop; therefore, spot the differences is a possible strategy. However, because
these machines are not under the control of a single IT department, you might find
many differences, and it might therefore be hard to spot the significant and relevant
differences. Spot the differences might prove useful later, after it has been deter-
mined that the problem is likely to be on the client.

■ Move the problem: Using this approach alone is not likely to be enough to solve the
problem, but if following any of the other methods indicates a potential hardware is-
sue between the consultant’s PC and the access switch, this method might come into
play. However, merely as a first step, you could consider swapping the cable and the
jack connected to the consultant’s laptop and the controller’s PC, in turn, to see
whether the problem is cable, PC, or switch related.

Many combinations of these different methods could be considered here. The most
promising methods are top down or divide and conquer. You will possibly switch to fol-
low-the-path or spot-the-differences approach after the scope of the problem has been
properly reduced. As an initial step in any approach, the move-the-problem method could
be used to quickly separate client-related issues from network-related issues. The bottom-
up approach could be used as the first step to verify the first stretch of cabling.
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Implementing Troubleshooting Procedures

The troubleshooting process can be guided by structured methods, but it is not static,
and its steps are not always the same and may not be executed in the exact same order
every time. Each network is different, each problem is different, and the skill set and
experience of the engineer involved in a troubleshooting process is different. However, to
guarantee a certain level of consistency in the way that problems are diagnosed and
solved in an organization, it is still important to evaluate the common subprocesses that
are part of troubleshooting and define procedures that outline how they should be han-
dled. The generic troubleshooting process consists of the following tasks:

Step 1. Defining the problem

Step 2. Gathering information

Step 3. Analyzing the information

Step 4. Eliminating possible problem causes

Step 5. Formulating a hypothesis about the likely cause of the problem

Step 6. Testing that hypothesis

Step 7. Solving the problem

It is important to analyze the typical actions and decisions that are taken during each of
these processes and how these could be planned and implemented as troubleshooting
procedures.

The Troubleshooting Process

A network troubleshooting process can be reduced to a number of elementary sub-
processes, as outlined in the preceding list. These subprocesses are not strictly sequential
in nature, and many times you will go back and forth through many of these subprocess-
es repeatedly until you eventually reach the solving-the-problem phase. A troubleshoot-
ing method provides a guiding principle that helps you move through these processes in a
structured way. There is no exact recipe for troubleshooting. Every problem is different,
and it is impossible to create a script that will solve all possible problem scenarios.
Troubleshooting is a skill that requires relevant knowledge and experience. After using
different methods several times, you will become more effective at selecting the right
method for a particular problem, gathering the most relevant information, and analyzing
problems quickly and efficiently. As you gain more experience, you will find that you can
skip some steps and adopt more of a shoot-from-the-hip approach, resolving problems
more quickly. Regardless, to execute a successful troubleshooting exercise, you must be
able to answer the following questions:

■ What is the action plan for each of the elementary subprocesses or phases?

■ What is it that you actually do during each of those subprocesses?
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■ What decisions do you need to make?

■ What kind of support or resources do you need?

■ What kind of communication needs to take place?

■ How do you assign proper responsibilities?

Although the answers to these questions will differ for each individual organization, by
planning, documenting, and implementing troubleshooting procedures, the consistency
and effectiveness of the troubleshooting processes in your organization will improve.

Defining the Problem

All troubleshooting tasks begin with defining the problem. However, what triggers a trou-
bleshooting exercise is a failure experienced by someone who reports it to the support
group. Figure 2-4 illustrates reporting of the problem (done by the user) as the trigger
action, followed by verification and defining the problem (done by support group).
Unless an organization has a strict policy on how problems are reported, the reported
problem can unfortunately be vague or even misleading. Problem reports can look like
the following: “When I try to go to this location on the intranet, I get a page that says I
don’t have permission,” “The mail server isn’t working,” or “I can’t file my expense
report.” As you might have noticed, the second statement is merely a conclusion a user
has drawn perhaps merely because he cannot send or receive e-mail. To prevent wasting a
lot of time during the troubleshooting process based on false assumptions and claims,
the first step of troubleshooting is always verifying and defining the problem. The prob-
lem has to be first verified, and then defined by you (the support engineer, not the user),
and it has to be defined clearly.

A good problem description consists of accurate descriptions of symptoms and not of
interpretations or conclusions. Consequences for the user are strictly not part of the
problem description itself, but can be helpful to assess the urgency of the issue. When a
problem is reported as “The mail server isn’t working,” you must perhaps contact the user
and find out exactly what he has experienced. You will probably define the problem as
“When user X starts his e-mail client, he gets an error message saying that the client can
not connect to the server. The user can still access his network drives and browse the
Internet.”

After you have clearly defined the problem, you have one more step to take before start-
ing the actual troubleshooting process. You must determine whether this problem is your
responsibility or if it needs to be escalated to another department or person. For exam-
ple, assume the reported problem is this: “When user Y tries to access the corporate
directory on the company intranet, she gets a message that says permission is denied. She
can access all other intranet pages.” You are a network engineer, and you do not have
access to the servers. A separate department in your company manages the intranet
servers. Therefore, you must know what to do when this type of problem is reported to
you as a network problem. You must know whether to start troubleshooting or to esca-
late it to the server department. It is important that you know which type of problems is
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by Support Staff

your responsibility to act on, what minimal actions you need to take before you escalate
a problem, and how you escalate a problem. As Figure 2-4 illustrates, after defining the
problem, you assign the problem: The problem is either escalated to another group or
department, or it is network support’s responsibility to solve it. In the latter case, the
next step is gathering and analyzing information.

Gathering and Analyzing Information

Before gathering information, you should select your initial troubleshooting method and
develop an information-gathering plan. As part of this plan, you need to identify what the
targets are for the information-gathering process. In other words, you must decide which
devices, clients, or servers you want to collect information from, and what tools you
intend to use to gather that information (assemble a toolkit). Next, you have to acquire
access to the identified targets. In many cases, you might have access to these systems as
a normal part of your job role, but in some cases, you might need to get information
from systems that you cannot normally access. In this case, you might have to escalate
the issue to a different department or person, either to obtain access or to get someone
else to gather the information for you. If the escalation process would slow the procedure
down and the problem is urgent, you might want to reconsider the troubleshooting
method that you selected and first try a method that uses different targets and would not
require you to escalate. As you can see in Figure 2-5, whether you can access and exam-
ine the devices you identified will either lead to problems escalation to another group or
department or to the gathering and analyzing information step.

The example that follows demonstrates how information gathering can be influenced by
factors out of your control, and consequently, force you to alter your troubleshooting
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approach. Imagine that it is 1.00 p.m. now and your company’s sales manager has report-
ed that he cannot send or receive e-mail from the branch office where he is working. The
matter is quite urgent because he has to send out a response to an important request for
proposal (RFP) later this afternoon. Your first reaction might be to start a top-down trou-
bleshooting method by calling him up and running through a series of tests. However, the
sales manager is not available because he is in a meeting until 4:30 p.m. One of your col-
leagues from that same branch office confirms that the sales manager is in a meeting, but
left his laptop on his desk. The RFP response needs to be received by the customer
before 5:00 p.m. Even though a top-down troubleshooting approach might seem like the
best choice, because you will not be able to access the sales manager’s laptop, you will
have to wait until 4:30 before you can start troubleshooting. Having to perform an entire
troubleshooting exercise successfully in about 30 minutes is risky, and it will put you
under a lot of pressure. In this case, it is best if you used a combination of the “bottom-
up” and “follow-the-path” approaches. You can verify whether there are any Layer 1–3
problems between the manager’s laptop and the company’s mail server. Even if you do not
find an issue, you can eliminate many potential problem causes, and when you start a
top-down approach at 4:30, you will be able to work more efficiently.
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Eliminating Possible Problem Causes

After gathering information from various devices, you must interpret and analyze the
information. In a way, this process is similar to detective work. You must use the facts and
evidence to progressively eliminate possible causes and eventually identify the root of
the problem. To interpret the raw information that you have gathered, for example, the
output of show and debug commands, or packet captures and device logs, you might
need to research commands, protocols, and technologies. You might also need to consult
network documentation to be able to interpret the information in the context of the actu-
al network’s implementation. During the analysis of the gathered information, you are
typically trying to determine two things: What is happening on the network and what
should be happening. If you discover differences between these two, you can collect
clues for what is wrong or at least a direction to take for further information gathering.
Figure 2-6 shows that the gathered information, network documentation, baseline infor-
mation, plus your research results and past experience are all used as input while you
interpret and analyze the gathered information to eliminate possibilities and identify the
source of the problem.

Your perception of what is actually happening is usually formed based on interpretation
of the raw data, supported by research and documentation; however, your understanding
of the underlying protocols and technologies also plays a role in your success level. If you
are troubleshooting protocols and technologies that you are not very familiar with, you
will have to invest some time in researching how they operate. Furthermore, a good base-
line of the behavior of your network can prove quite useful at the analysis stage. If you
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Task
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know how your network performs and how things work under normal conditions, you
can spot anomalies in the behavior of the network and derive clues from those devia-
tions. The benefit of vast relevant past experience cannot be undermined. An experienced
network engineer will spend significantly less time on researching processes, interpreting
raw data, and distilling the relevant information from the raw data than an inexperienced
engineer.

Formulating/Testing a Hypothesis

Figure 2-7 shows that based on your continuous information analysis and the assump-
tions you make, you eliminate possible problem causes from the pool of proposed causes
until you have a final proposal that takes you to the next step of the troubleshooting
process: formulating and proposing a hypothesis.

After you have interpreted and analyzed the information that you have gathered, you
start drawing conclusions from the results. On one hand, some of the discovered clues
point toward certain issues that can be causing the problem, adding to your list of poten-
tial problem causes. For example, a very high CPU load on your multilayer switches can
be a sign of a bridging loop. On the other hand, you might rule out some of the potential
problem causes based on the gathered and analyzed facts. For example, a successful ping
from a client to its default gateway rules out Layer 2 problems between them. Although
the elimination process seems to be a rational, scientific procedure, you have to be aware
that assumptions play a role in this process, too, and you have to be willing to go back
and reexamine and verify your assumptions. If you do not, you might sometimes mistak-
enly eliminate the actual root cause of a problem as a nonprobable cause, and that means
you will never be able to solve the problem.

An Example on Elimination and Assumptions

You are examining a connectivity problem between a client and a server. As part of a
follow-the-path troubleshooting approach, you decide to verify the Layer 2 connectivity
between the client and the access switch to which it connects. You log on to the access
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Figure 2-7 Eliminating Possibilities and Proposing a Hypothesis Based on
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switch and using the show interface command, you verify that the port connecting the
client is up, input and output packets are recorded on the port, and that no errors are dis-
played in the packet statistics. Next, you verify that the client’s MAC address was cor-
rectly learned on the port according to the switch’s MAC address table using the show
mac-address-table command. Therefore, you conclude that Layer 2 is operational
between the client and the switch, and you continue your troubleshooting approach
examining links further up the path.

You must always keep in mind which of the assumptions you have made might need to
be reexamined later. The first assumption made in this example is that the MAC address
table entry and port statistics were current. Because this information might not be quite
fresh, you might need to first clear the counters and the MAC address table and then
verify that the counters are still increasing and that the MAC address is learned again.
The second assumption is hidden in the conclusion: Layer 2 is operational, which implies
that the client and the switch are sending and receiving frames to each other successfully
in both directions. The only thing that you can really prove is that Layer 2 is operational
from the client to the switch, because the switch has received frames from the client.

The fact that the interface is up and that frames were recorded as being sent by the switch
does not give you definitive proof that the client has correctly received those frames. So
even though it is reasonable to assume that, if a link is operational on Layer 2 in one
direction it will also be operational in the other direction, this is still an assumption that
you might need to come back to later.

Spotting faulty assumptions is one of the tricky aspects of troubleshooting, because usu-
ally you are not consciously making those assumptions. Making assumptions is part of
the normal thought process. One helpful way to uncover hidden assumptions is to
explain your reasoning to one of your colleagues or peers. Because people think differ-
ently, a peer might be able to spot the hidden assumptions that you are making and help
you uncover them.

Solving the Problem

After the process of proposing and eliminating some of the potential problem causes,
you end up with a short list of remaining possible causes. Based on experience, you
might even be able to assign a certain measure of probability to each of the remaining
potential causes. If this list still has many different possible problem causes and none of
them clearly stands out as the most likely cause, you might have to go back and gather
more information first and eliminate more problem causes before you can propose a
good hypothesis. After you have reduced the list of potential causes to just a few (ideally
just one), select one of them as your problem hypothesis. Before you start to test your
proposal, however, you have to reassess whether the proposed problem cause is within
your area of responsibilities. In other words, if the issue that you just proposed as your
hypothesis causes the problem, you have to determine whether it is your responsibility to
solve it or you have to escalate it to some other person or department. Figure 2-8 shows
the steps that you take to reach a hypothesis followed by escalating it to another group,
or by testing your hypothesis.
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If you decide to escalate the problem, ask yourself if this ends your involvement in the
process. Note that escalating the problem is not the same as solving the problem. You
have to think about how long it will take the other party to solve the problem and how
urgent is the problem to them. Users affected by the problem might not be able to afford
to wait long for the other group to fix the problem. If you cannot solve the problem, but
it is too urgent to wait for the problem to be solved through an escalation, you might
need to come up with a workaround. A temporary fix alleviates the symptoms experi-
enced by the user, even if it does not address the root cause of the problem.

After a hypothesis is proposed identifying the cause of a problem, the next step is to
come up with a possible solution (or workaround) to that problem, and plan an imple-
mentation scheme. Usually, implementing a possible solution involves making changes to
the network. Therefore, if your organization has defined procedures for regular network
maintenance, you must follow your organization’s regular change procedures. The next
step is to assess the impact of the change on the network and balance that against the
urgency of the problem. If the urgency outweighs the impact and you decide to go ahead
with the change, it is important to make sure that you have a way to revert to the original
situation after you make the change. Even though you have determined that your
hypothesis is the most likely cause of the problem and your solution is intended to fix it,
you can never be entirely sure that your proposed solution will actually solve the prob-
lem. If the problem is not solved, you need to have a way to undo your changes and
revert to the original situation. Upon creation of a rollback plan, you can implement your
proposed solution according to your organization’s change procedures. Verify that the
problem is solved and that the change you made did what you expected it to do. In other
words, make sure the root cause of the problem and its symptoms are eliminated, and
that your solution has not introduced any new problems. If all results are positive and
desirable, you move on to the final stage of troubleshooting, which is integrating the
solution and documenting your work. Figure 2-9 shows the flow of tasks while you
implement and test your proposed hypothesis and either solve the problem or end up
rolling back your changes.

Gather
Information

Test
Hypothesis

Escalate

Eliminate

Propose Hypothesis

Select Most
Probable
Cause

Determine
Responsibility

Figure 2-8 Formulating a Hypothesis Is Followed by Escalation or Testing the
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You must have a plan for the situation if it turns out that the problem was not fixed, the
symptoms have not disappeared, or new problems have been introduced by the change
that you have made. In this case, you should execute your rollback plan, revert to the
original situation, and resume the troubleshooting process. It is important to determine if
the root cause hypothesis was invalid or whether it was simply the proposed solution
that did not work.

After you have confirmed your hypothesis and verified that the symptoms have disap-
peared, you have essentially solved the problem. All you need to do then is to make sure
that the changes you made are integrated into the regular implementation of the network
and that any maintenance procedures associated with those changes are executed. You
will have to create backups of any changed configurations or upgraded software. You
will have to document all changes to make sure that the network documentation still
accurately describes the current state of the network. In addition, you must perform any
other actions that are prescribed by your organization’s change control procedures.
Figure 2-10 shows that upon receiving successful results from testing your hypothesis,
you incorporate your solution and perform the final tasks such as backup, documenta-
tion, and communication, before you report the problem as solved.

The last thing you do is to communicate that the problem has been solved. At a mini-
mum, you will have to communicate back to the original user that reported the problem,
but if you have involved others as part of an escalation process, you should communicate
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with them, too. For any of the processes and procedures described here, each organiza-
tion will have to make its own choices in how much of these procedures should be
described, formalized, and followed. However, anyone involved in troubleshooting will
benefit from reviewing these processes and comparing them to their own troubleshoot-
ing habits.

Integrating Troubleshooting into the Network

Maintenance Process

Troubleshooting is a process that takes place as part of many different network mainte-
nance tasks. For example, it might be necessary to troubleshoot issues arisen after imple-
mentation of new devices. Similarly, it could be necessary to troubleshoot after a net-
work maintenance task such as a software upgrade. Consequently, troubleshooting
processes should be integrated into network maintenance procedures and vice versa.
When troubleshooting procedures and maintenance procedures are properly aligned, the
overall network maintenance process will be more effective.

Troubleshooting and Network Maintenance

Network maintenance involves many different tasks, some of which are listed within
Figure 2-11. For some of these tasks, such as supporting users, responding to network
failures, or disaster recovery, troubleshooting is a major component of the tasks. Tasks
that do not revolve around fault management, such as adding or replacing equipment,
moving servers and users, and performing software upgrades, will regularly include trou-
bleshooting processes, too. Hence, troubleshooting should not be seen as a standalone
process, but as an essential skill that plays an important role in many different types of
network maintenance tasks.
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To troubleshoot effectively, you must rely on many processes and resources that are part
of the network maintenance process. You need to have access to up-to-date and accurate
documentation. You rely on good backup and restore procedures to be able to roll back
changes if they do not resolve the problem that you are troubleshooting. You need to
have a good baseline of the network so that you know which conditions are supposed to
be normal on your network and what kind of behavior is considered abnormal. Also, you
need to have access to logs that are properly time stamped to find out when particular
events have happened. So in many ways, the quality of your troubleshooting processes
depends significantly on the quality of your network maintenance processes. Therefore,
it makes sense to plan and implement troubleshooting activities as part of the overall
network maintenance process and to make sure that troubleshooting processes and
maintenance processes are aligned and support each other, making both processes more
effective.

Documentation

Having accurate and current network documentation can tremendously increase the
speed and effectiveness of troubleshooting processes. Having good network diagrams
can especially help in quickly isolating problems to a particular part of the network, trac-
ing the flow of traffic, and verifying connections between devices. Having a good IP
address schematic and patching administration is invaluable, too, and can save a lot of
time while trying to locate devices and IP addresses. Figure 2-12 shows some network
documentation that is always valuable to have.
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Figure 2-11 Troubleshooting Plays an Important Role in Many Network Maintenance Tasks
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On the other hand, documentation that is wrong or outdated is often worse than having
no documentation at all. If the documentation that you have is inaccurate or out-of-date,
you might start working with information that is wrong and you might end up drawing
the wrong conclusions and potentially lose a lot of time before you discover that the
documentation is incorrect and cannot be relied upon.

Although everyone who is involved in network maintenance will agree that updating doc-
umentation is an essential part of network maintenance tasks, they will all recognize that
in the heat of the moment, when you are troubleshooting a problem that is affecting net-
work connectivity for many users, documenting the process and any changes that you are
making is one of the last things on your mind. There are several ways to alleviate this
problem. First, make sure that any changes you make during troubleshooting are handled
in accordance with normal change procedures (if not during the troubleshooting process
itself, then at least after the fact). You might loosen the requirements concerning authori-
zation and scheduling of changes during major failures, but you have to make sure that
after the problem has been solved or a workaround has been implemented to restore con-
nectivity, you always go through any of the standard administrative processes like updat-
ing the documentation. Because you know that you will have to update the documentation
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Figure 2-12 Network Documentation Increases Troubleshooting Efficiency
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afterward, there is an incentive to keep at least a minimal log of the changes that you
make while troubleshooting.

One good policy to keep your documentation accurate, assuming that people will for-
get to update the documentation, is to schedule regular checks of the documentation.
However, verifying documentation manually is tedious work, so you will probably pre-
fer to implement an automated system for that. For configuration changes, you could
implement a system that downloads all device configurations on a regular basis and
compares the configuration to the last version to spot any differences. There are also
various IOS features such as the Configuration Archive, Rollback feature, and the
Embedded Event Manager that can be leveraged to create automatic configuration back-
ups, to log configuration commands to a syslog server, or to even send out configura-
tion differences via e-mail.

Creating a Baseline

An essential troubleshooting technique is to compare what is happening on the network
to what is expected or to what is normal on the network. Whenever you spot abnormal
behavior in an area of the network that is experiencing problems, there is a good chance
that it is related to the problems. It could be the cause of the problem, or it could be
another symptom that might help point toward the underlying root cause. Either way, it
is always worth investigating abnormal behavior to find out whether it is related to the
problem. For example, suppose you are troubleshooting an application problem, and
while you are following the path between the client and the server, you notice that one of
the routers is also a bit slow in its responses to your commands. You execute the show
processes cpu command and notice that the average CPU load over the past 5 seconds
was 97 percent and over the last 1 minute was around 39 percent. You might wonder if
this router’s high CPU utilization might be the cause of the problem you are trou-
bleshooting. On one hand, this could be an important clue that is worth investigating, but
on the other hand, it could be that your router regularly runs at 40 percent to 50 percent
CPU and it is not related to this problem at all. In this case, you could potentially waste a
lot of time trying to find the cause for the high CPU load, while it is entirely unrelated to
the problem at hand.

The only way to know what is normal for your network is to measure the network’s
behavior continuously. Knowing what to measure is different for each network. In gener-
al, the more you know, the better it is, but obviously this has to be balanced against the
effort and cost involved in implementing and maintaining a performance management
system. The following list describes some useful data to gather and create a baseline:

■ Basic performance statistics such as the interface load for critical network links
and the CPU load and memory usage of routers and switches: These values can be
polled and collected on a regular basis using SNMP and graphed for visual inspection.

■ Accounting of network traffic: Remote Monitoring (RMON), Network Based
Application Recognition (NBAR), or NetFlow statistics can be used to profile
different types of traffic on the network.
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■ Measurements of network performance characteristics: The IP SLA feature in
Cisco IOS can be used to measure critical performance indicators such as delay and
jitter across the network infrastructure.

These baseline measurements are useful for troubleshooting, but they are also useful
inputs for capacity planning, network usage accounting, and SLA monitoring. Clearly,
a synergy exists between gathering traffic and performance statistics as part of regular
network maintenance and using those statistics as a baseline during troubleshooting.
Moreover, once you have the infrastructure in place to collect, analyze, and graph net-
work statistics, you can also leverage this infrastructure to troubleshoot specific perform-
ance problems. For example, if you notice that a router crashes once a week and you sus-
pect a memory leak as the cause of this issue, you could decide to graph the router’s
memory usage for a certain period of time to see whether you can find a correlation
between the crashes and the memory usage.

Communication and Change Control

Communication is an essential part of the troubleshooting process. To review, the main
phases of structured troubleshooting are as follows:

Step 1. Defining the problem

Step 2. Gathering facts

Step 3. Analyzing information

Step 4. Eliminating possibilities

Step 5. Proposing a hypothesis

Step 6. Testing the hypothesis

Step 7. Solving the problem

Figure 2-13 shows several spots where, while performing structured troubleshooting,
communication is necessary if not inevitable.

Define
Problem

Verification

Clarification

Reporting

Requesting
Information

Coordination

Updating
Escalation

Validation

Solve
Problem

Gather
Information

Test
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Analyze
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Figure 2-13 Communication Plays a Role in All Phases of Structured
Troubleshooting
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Within each phase of the troubleshooting process, communication plays a role:

■ Defining the problem: Even though this is the first step of the structured trou-
bleshooting, it is triggered by the user reporting the problem. Reporting the problem
and defining the problem are not the same. When someone reports a problem, it is of-
ten too vague to act on it immediately. You have to verify the problem and gather as
much information as you can about the symptoms from the person who reported the
problem. Asking good questions and carefully listening to the answers is essential in
this phase. You might ask questions such as these: “What do you mean exactly when
you say that something is failing? Did you make any changes before the problem
started? Did you notice anything special before this problem started? When did it
last work? Has it ever worked?” After you communicate with the users and perhaps
see the problems for yourself, and so on, you make a precise and clear problem
definition. Clearly, this step is all about communication.

■ Gathering facts: During this phase of the process, you will often depend on other
engineers or users to gather information for you. You might need to obtain informa-
tion contained in server or application logs, configurations of devices that you do
not manage, information about outages from a service provider, or information from
users in different locations, to compare against the location that is experiencing the
problem. Clearly, communicating what information you need and how that informa-
tion can be obtained determines how successfully you can acquire the information
you really need.

■ Analyzing information and eliminate possibilities: In itself, interpretation and analy-
sis is mostly a solitary process, but there are still some communication aspects to
this phase. First of all, you cannot be experienced in every aspect of networking, so
if you find that you are having trouble interpreting certain results or if you lack
knowledge about certain processes, you can ask specialists on your team to help you
out. Also, there is always a chance that you are misinterpreting results, misreading
information, making wrong assumptions, or are having other flaws in your interpreta-
tion and analysis. A different viewpoint can often help in these situations, so dis-
cussing your reasoning and results with teammates to validate your assumptions and
conclusions can be very helpful, especially when you are stuck.

■ Proposing and testing a hypothesis: Most of the time, testing a hypothesis involves
making changes to the network. These changes may be disruptive, and users may be
impacted. Even if you have decided that the urgency of the problem outweighs the
impact and the change will have to be made, you should still communicate clearly
what you are doing and why you are doing it. Even if your changes will not have a
major impact on the users or the business, you should still coordinate and communi-
cate any changes that you are making. When other team members are working on
the same problem, you have to make sure that you are not both making changes. Any
results from the elimination process might be rendered invalid if a change was made
during the information-gathering phase and you were not aware of it. Also, if two
changes are made in quick succession and it turns out that the problem was resolved,
you will not know which of the two changes actually fixed it. This does not mean
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that you cannot be working on the same problem as a team, but you have to adhere
to certain rules. Having multiple people working on different parts of the network,
gathering information in parallel or pursuing different strategies, can help in finding
the cause faster. During a major disaster, when every minute counts, the extra speed
that you can gain by working in parallel may prove valuable. However, any changes
or other disruptive actions should be carefully coordinated and communicated.

■ Solving the problem: Clearly, this phase also involves some communication. You must
report back to the person who originally reported the problem that the problem has
been solved. Also, you must communicate this to any other people who were in-
volved during the process. Finally, you will have to go through any communication
that is involved in the normal change processes, to make sure that the changes that
you made are properly integrated in the standard network maintenance processes.

Sometimes it is necessary to escalate the problem to another person or another group.
Common reasons for this could be that you do not have sufficient knowledge and skills
and you want to escalate the problem to a specialist or to a more senior engineer, or that
you are working in shifts and you need to hand over the problem as your shift ends.
Handing the troubleshooting task over to someone else does not only require clear com-
munication of the results of your process, such as gathered information and conclusions
that you have drawn, but it also includes any communication that has been going on up
to this point. This is where an issue-tracking or trouble-ticketing system can be of
tremendous value, especially if it integrates well with other means of communication
such as e-mail.

Finally, another communication process that requires some attention is how to communi-
cate the progress of your troubleshooting process to the business (management or other-
wise). When you are experiencing a major outage, there will usually be a barrage of ques-
tions from business managers and users such as “What are you doing to repair this issue?
How long will it take before it is solved? Can you implement any workarounds? What do
you need to fix this?” Although these are all reasonable questions, the truth is that many
of these questions cannot be answered until the cause of the problem is found. At the
same time, all the time spent communicating about the process is taken away from the
actual troubleshooting effort itself. Therefore, it is worthwhile to streamline this process,
for instance by having one of the senior team members act as a conduit for all communi-
cation. All questions are routed to this person, and any updates and changes are commu-
nicated to him; this person will then update the key stakeholders. This way, the engineers
who are actually working on the problem can work with a minimal amount of distraction.

Change Control

Change control is one of the most fundamental processes in network maintenance. By
strictly controlling when changes are made, defining what type of authorization is
required and what actions need to be taken as part of that process, you can reduce the
frequency and duration of unplanned outages and thereby increase the overall uptime of
your network. You must therefore understand how the changes made as part of trou-
bleshooting fit into the overall change processes. Essentially, there is not anything different
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between making a change as part of the maintenance process or as part of troubleshoot-
ing. Most of the actions that you take are the same. You implement the change, verify
that it achieved the desired results, roll back if it did not achieve the desired results, back
up the changed configurations or software, and document/communicate your changes.
The biggest difference between regular changes and emergency changes is the authoriza-
tion required to make a change and the scheduling of the change. Within change-control
procedures, there is always an aspect of balancing urgency, necessity, impact, and risk.
The outcome of this assessment will determine whether a change can be executed imme-
diately or if it will have to be scheduled at a later time.

The troubleshooting process can benefit tremendously from having well-defined and
well-documented change processes. It is uncommon for devices or links just to fail from
one moment to the next. In many cases, problems are triggered or caused by some sort
of change. This can be a simple change, such as changing a cable or reconfiguring a set-
ting, but it may also be more subtle, like a change in traffic patterns due to the outbreak
of a new worm or virus. A problem can also be caused by a combination of changes,
where the first change is the root cause of the problem, but the problem is not triggered
until you make another change. For example, imagine a situation where somebody acci-
dentally erases the router software from its flash. This will not cause the router to fail
immediately, because it is running IOS from its RAM. However, if that router reboots
because of a short power failure a month later, it will not boot, because it is missing the
IOS in its flash memory. In this example, the root cause of the failure is the erased soft-
ware, but the trigger is the power failure. This type of problem is harder to catch, and
only in tightly controlled environments will you be able to find the root cause or prevent
this type of problem. In the previous example, a log of all privileged EXEC commands
executed on this router can reveal that the software had been erased at a previous date.
You can conclude that one of the useful questions you can ask during fact gathering is
“Has anything been changed?” The answer to this question can very likely be found in
the network documentation or change logs if network policies enforce rigid documenta-
tion and change-control procedures.

Summary

The fundamental elements of a troubleshooting process are as following:

■ Gathering of information and symptoms

■ Analyzing information

■ Eliminating possible causes

■ Formulating a hypothesis

■ Testing the hypothesis
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Some commonly used troubleshooting approaches are as follows:

■ Top down

■ Bottom up

■ Divide and conquer

■ Follow the path

■ Spot the differences

■ Move the problem

A structured approach to troubleshooting (no matter what the exact method is) will yield
more predictable results in the long run and will make it easier to pick up the process
where you left off in a later stage or to hand it over to someone else.

The structured troubleshooting begins with problem definition followed by fact gather-
ing. The gathered information, network documentation, baseline information, plus your
research results and past experience are all used as input while you interpret and analyze
the gathered information to eliminate possibilities and identify the source of the problem.
Based on your continuous information analysis and the assumptions you make, you elimi-
nate possible problem causes from the pool of proposed causes until you have a final
proposal that takes you to the next step of the troubleshooting process: formulating and
proposing a hypothesis. Based on your hypothesis, the problem might or might not fall
within your area of responsibility, so proposing a hypothesis is either followed by esca-
lating it to another group or by testing your hypothesis. If your test results are positive,
you have to plan and implement a solution. The solution entails changes that must follow
the change-control procedures within your organization. The results and all the changes
you make must be clearly documented and communicated with all the relevant parties.

Having accurate and current network documentation can tremendously increase the
speed and effectiveness of troubleshooting processes. Documentation that is wrong or
outdated is often worse than having no documentation at all.

To gather and create a network baseline, the following data proves useful:

■ Basic performance statistics obtain by running show commands

■ Accounting of network traffic using RMON, NBAR, or NetFlow statistics

■ Measurements of network performance characteristics using the IP SLA feature in IOS

Communication is an essential part of the troubleshooting process, and it happens in all
of the following stages of troubleshooting:

■ Reporting the problem

■ Gathering information
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■ Analyzing and eliminating possible causes

■ Proposing and testing a hypothesis

■ Solving the problem

Change control is one of the most fundamental processes in network maintenance. By
strictly controlling when changes are made, defining what type of authorization is
required and what actions need to be taken as part of that process, you can reduce the
frequency and duration of unplanned outages and thereby increase the overall uptime of
your network. Essentially, there is not much difference between making a change as part
of the maintenance process or as part of troubleshooting.

Review Questions

1. Which three of the following processes are subprocesses or phases of a trou-
bleshooting process? (Choose three.)

a. Elimination

b. Testing

c. Termination

d. Problem definition

e. Calculation

f. Compilation

2. Which four of the following approaches are valid troubleshooting methods?
(Choose four.)

a. Top down

b. Bottom up

c. Follow the path

d. Seek-and-destroy

e. Divide and conquer

3. Which three of the following troubleshooting approaches use the OSI reference
model as a guiding principle? (Choose three.)

a. Top down

b. Bottom up

c. Follow the path

d. Spot the differences

e. Move the problem

f. Divide and conquer
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4. Which of the following troubleshooting methods is most appropriate to find a
bad cable?

a. Top down

b. Bottom up

c. Follow the path

d. Spot the differences

e. Move the problem

f. Divide and conquer

5. Which conditions make troubleshooting by spotting the differences more effec-
tive?

6. Which of the following has a clear problem definition?

a. I cannot order printer cartridges because the Internet is down.

b. My e-mail does not work.

c. I cannot log on to the network because the server is down.

d. When I try to access http://www.cisco.com, my Internet Explorer says that it
cannot display the web page.

7. Which two of the following resources will help in interpreting and analyzing
information gathered during troubleshooting? (Choose two.)

a. Documentation

b. Network baseline

c. Packet sniffers

d. Assumptions

8. Which of the following steps are parts of testing a hypothesis? (Choose four.)

a. Defining a solution

b. Creating a rollback plan

c. Implementing the solution

d. Defining the problem

e. Assessing impact and urgency

http://www.cisco.com
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9. During which three of the troubleshooting phases could it be necessary to esca-
late a problem to a different department? (Choose three.)

a. Defining the problem

b. Gathering information

c. Analyzing the facts

d. Eliminating possible causes

e. Formulating a hypothesis

f. Solving the problem

10. Which of the following technologies can be deployed to measure critical net-
work performance indicators such as delay and jitter?

a. NetFlow

b. RMON

c. IP SLA

d. NBAR

11. Which of the following phases of the troubleshooting process does not have
communication as a major component?

a. Defining the problem

b. Solving the problem

c. Eliminating causes

d. Gathering information
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Common Spanning Tree (CST), 422
communication

establishing, 10-11
four-way DHCP, 227
processes, 56-59
troubleshooting, 109

comparisons, configurations, 65-38
complex network maintenance, 

planning, 1-6
compliance, SLAs, 18
components, switches, 310
confidentiality, integrity, and 

availability (CIA), 5
config-archive configuration mode, 20
configuration

access switches, 403
archives, 20
authorization, 444
auto-MDIX, 317-318
automatic backups, 55
backups, 34, 22
baselines, 55-56
comparisons, 65-38
Dynamic Configuration tool, 15
EEM, 93
errors, 75
Ethernets, filters, 374
firewalls, 405
GRE, 467-471
hardware, PoE, 15
HSRP, 132
IOS stateful traffic inspection, 450
IP SLA, 289-292
maintenance, 7
management, 4, 5
NAT, 216
NetFlow, 90, 287-289
parameters, BGP, 189

QoS, 394
RSPAN, 87
SPAN, 85
stateless autoconfiguration, 246-253
stubs, 266
tools, 15-16
ZPF, 452

Configuration Archive feature, 55
configuration routers

for SNMP-based access, 88
configure replace command, 22
conflicts with NAT, 214
congestion, 311
connectivity

DSL, 229
end-to-end, 220
layers, 150-156
remote

address translation errors, 
461-463

commands, 459

crypto map ACL errors, 
463-467

GRE configuration errors, 
467-471

troubleshooting, 447-478

RF, 374
switches, 314
testing, 69-73, 104
VPNs, 456
WLAN

DHCP troubleshooting 
example, 385-390

duplex and trust troubleshooting
example, 378-382

LWAPP denied troubleshooting
example, 382-385

misconfigured trunk 
troubleshooting example, 
375-378

consoles, logging, 17, 380
continuous collection of information,

82
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control planes, 438
security, 447-449
switches, 310, 322-325

conventions, defining, 11
converged networks, 134, 371

DHCP troubleshooting example,
385-390

duplex and trust troubleshooting
example, 378-382

LWAPP denied troubleshooting
example, 382-385

misconfigured trunk troubleshooting
example, 375-378

port security and voice VLAN 
troubleshooting example, 396-399

unified communication
ACL and trunk troubleshooting

example, 405-410

invalid marking of VoIP packets,
400-405

unified communication issues, 
390-410

video, 410-430, 426-430
wireless operations, 371-390

copying traffic, 84
counters, 330
CPU (central processing units) utiliza-

tion, 323
checking, 76-77, 355
troubleshooting, 333
troubleshooting routers, 344-347

CRC (cyclic redundancy check), 79, 
process switching, 348

critical security level, 16
crypto maps, ACL errors, 463-467
CST (Common Spanning Tree), 422
CUCM (Cisco Unified

Communications Manager), 390
cyclic redundancy check. See CRC

D
DAD (duplicate address detection),

244

data planes, 438
security, 449-456, 454
troubleshooting, 455-456

data structures
BGP, 188-190
OSPF, 166-170
routing, 150-227
routing protocols, 188

data-link connection identifier (DLCI),
227

debug aaa accounting command, 445
debug aaa authentication command,

442, 446
debug commands, 73-74
debug condition interface interface

command, 217
debug dhcp detail command, 234
debug eigrp packets command, 160
debug ephone register command, 408
debug ip bgp command, 191
debug ip bgp updates command, 216
debug ip dhcp server [packets |

events] command, 233
debug ip eigrp as-number network

mask command, 160
debug ip eigrp command, 160
debug ip eigrp neighbor as-number

ip-address command, 160
debug ip inspect command, 452
debug ip nat command, 216
debug ip ospf adj command, 173
debug ip ospf events command, 173
debug ip ospf monitor command, 174
debug ip ospf packet command, 173
debug ip packet [access-list] com-

mand, 217
debug ip packet command, 74, 224,

377
debug ip rip command, 74
debug ip routing command, 160, 173,

219
debug ip udp command, 233
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debug ipv6 nd command, 245, 248,
251

debug ipv6 ospf hello command, 261
debug IPv6 packet command, 259
debug ipv6 packet command, 245
debug ipv6 routing command, 245,

257
debug tacacs command, 446
debug tunnel command, 286
debug? command, 73
debugging

HSRP, 136
security level, 16

defining
problems, 42-44, 56, 82
templates, 11

deleting port security commands,
397

denial-of-service. See DoS
deployment of applications, 285
design, wireless networks, 372
designated ports, electing, 116-117
destination address tunnel errors, 470
destination routing protocols, trou-

bleshooting, 182
devices

backup configurations and software, 7
comparisons, 65-38
disaster recovery procedures, 12
IP SLA, 289-292
maintenance, 7. See also maintenance
troubleshooting, 7
video, 412

DHCP (Dynamic Host Configuration
Protocol), 151

commands, 231-233
example of troubleshooting, 233-243
operations, 226-229
options, 230
parameters, 230
switches, 325-326
troubleshooting, 229-231

WLAN connectivity troubleshooting
example, 385-390

diagnostics. See also troubleshooting
GOLD, 81
hardware, applying IOS commands to

troubleshoot, 74-81
performance, 18, 310
route redistribution, 219
troubleshooting methodologies, 33

diagrams
address translation errors, 460
AutoQoS troubleshooting example,

304
CEF troubleshooting, 354
crypto map ACL errors, 463
fast switch performance, 328
GRE configuration errors, 467-471
IP SLA troubleshooting example,

301
NAT configurations, 216
NetFlow troubleshooting example,

299
recursive routing troubleshooting

example, 476
unified communication, 395

differences between IPv4 and Ipv6,
244

differentiated services code point
(DSCP), 381

diffusing update algorithm (DUAL), 159
digital subscriber line. See DSL
disabling

fast switching, 348, 350
security, 437

disaster recovery
planning, 11-13
tools, 22-23

discoveries, SNMP, 324
divide-and-conquer troubleshooting

methods, 37-65
DLCI (data-link connection identifier),

227

DLCI (data-link connection identifier) 509



DMVPN (Dynamic Multipoint VPN),
458

DNS (Domain Name System), 301
documentation, 54

policies, 54
procedures, 9-10
solution to problems, 52
tools, 15-16
wiki, 15
writing, 8

Domain Name System. See DNS
Don’t Fragment bit, 70
DoS (denial-of-service), 286, 448

DHCP starvation, 326
downtime, reducing, 3
drops, queues

input, 79
output, 79

DSCP (differentiated services code
point), 381

DSL (digital subscriber line), 229
DTP (Dynamic Trunking Protocol),

131
DUAL (diffusing update algorithm),

159
duplex settings, 327-331
duplex troubleshooting example, 

315-317
duplicate address detection (DAD),

244
Dynamic Configuration tool, 15
Dynamic Host Configuration

Protocol. See DHCP
Dynamic Multipoint VPN (DMVPN),

458
dynamic NAT, 213
Dynamic Trunking Protocol. See DTP

E
EEM (Embedded Event Manager), 

34, 55, 83, 92
configuration, 93
policies, 93

efficiency
increasing, 52
NetFlow, 286

EGP (exterior gateway protocol), 187
EIGRP (Enhanced Interior Gateway

Routing Protocol), 458
monitoring, 160
routing, 157-159, 160-165
storage of operational data, 159
troubleshooting, 156-165

election
designated ports, 116-117
root bridges, 113-114
root ports, 115-114

elements, Cisco Unified Wireless
Network, 372

eliminating possible problem causes,
46-47, 57

Embedded Event Manager (EEM), 34,
55, 83, 92

configuration, 93
policies, 93

emergencies, 16
enabling

AutoQoS, 395
event notification, 91-94
fast switching, 348
IGMP, 429
IPv6 routing, 253
NetFlow, 287
SNMP traps, 92

Encapsulating Security Payload
(ESP), 214

encapsulation
HDLC, 305
packets, 151

encryption, VPNs, 215
end-to-end connectivity, 220
endpoints, unified communications,

391
Enhanced Interior Gateway Routing

Protocol. See EIGRP
err-disable state, 396
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errors
%SYS-2-MALLOCFAIL, 360
configuration, 75
CRC, 79, , 348
crypto map ACL, 463-467
FCS, 312, 315
GRE, 467-471
input, 79
interfaces, checking, 394
MALLOCFAIL, 359
output, 79
security level, 16
translation, addresses, 461-463
tunnel destination addresses, 470

escalation of problems, 58
ESP (Encapsulating Security

Payload), 214
EtherChannel operations, 121-123
etherchannel summary command,

419
Ethernets

filter configuration, 374
switches, troubleshooting, 314

event notification, enabling, 91-94
excessive broadcasts, 332-336
excessive security, 336-343
exclude keyword, 66
EXEC mode, 73
exhaustion, TCAM, 322
expectations, performance, 309
exporting NetFlow information to

collectors, 90
expressions, regular, 65
exterior gateway protocol. See EGP

F
failures. See also troubleshooting

EtherChannels, 121-123
hardware, 75
memory allocation, 359
RADIUS, 446

responses, 2
routers, 344
software, 75
STP, 119-121
switches, 109
TACACS+, 445

Fast Ethernets, troubleshooting
switches, 314

fast switching
disabling, 348, 350
enabling, 348
performance, 328
troubleshooting, 350-351

fault management, 4
FCAPS, 4
FCS (frame check sequence) errors, 312
FCS-Err parameter, 312
features, security, 437-438
FIB (Forwarding Information Base),

128, 227
CEF tables, viewing, 155

fields
addresses, 153
Root ID, 115
ToS, 89
TTL, 119

File Transfer Protocol. See FTP
FILTER access list, 259
filtering

Ethernet configuration, 374
output, 66
show commands, applying, 64-69
show interfaces command, 80

FIREWALL-INBOUND ACL, 478
firewalls

ACLs, 383
IOS software methods, 405
recursive routing, 476
VRF, 453
wireless networks, 373
ZPF, 452

firewalls 511



first-hop redundancy protocols, 142,
148

troubleshooting, 131-139
flow

charts, troubleshooting methodologies,
32

NetFlow, 286-289. See also NetFlow
follow-the-path troubleshooting 

methods, 65
formulating hypotheses, 47-49, 57
forwarding

hardware, switches, 310
Layer 2 verification, 109-111
packets, analyzing, 354-357

Forwarding Information Base. 
See FIB

four-way DHCP communication, 227
fragmented packets, reassembling, 72
frame check sequence (FCS) errors, 312
Frame Relay, 227

maps, adding, 267
frames

address fields, 153
paths, following through switches,

109
punting, 319

FTP (File Transfer Protocol), 301
fundamental tools, maintenance, 34-14

G
Gateway Load Balancing Protocol

(GLBP), 448
gathering information, 33, 45-46, 57,

82
IPv6 redistribution, 255
NetFlow, 89-91
non-CEF-switched packets, 354
real-time information collection, 

73-74
show commands, 64-69
SNMP, 87-89

GBIC (gigabit interface converter), 315

Generic Online Diagnostics (GOLD),
81

generic routing encapsulation (GRE),
70, 456

configuration errors, 467-471
GET VPN (Group-Encrypted

Transport VPN), 458
Gi0/1 interface, 325
gigabit interface converter (GBIC),

315
GLBP (Gateway Load Balancing

Protocol), 131, 448
commands, 139

global addresses, 213
Gobbler, 326
GOLD (Generic Online Diagnostics),

81
graphical user interfaces. See GUIs
GRE (generic routing encapsulation),

70, 456
configuration errors, 467-471

Group-Encrypted Transport VPN
(GET VPN), 458

guidelines, maintenance, 2-6
GUIs (graphical user interfaces), 34

H
hardware

comparisons, 65-38
configuration, PoE, 15
diagnostics, applying IOS commands

to troubleshoot, 74-81
failures, 75
inventories, 22
replacement, 12
switches, 310

HDLC (High-Level Data Link Control)
protocol, 152, 305

headers
address fields, 153
AH, 214
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high availability, 112
high CPU loads on switches, 322-325
high CPU utilization, routers, 

344-347
high latency, 344
High-Level Data Link Control (HDLC)

protocol, 152, 305
hop counts, NTP, 35
hosts, testing connectivity, 104
Hot Standby Router Protocol. 

See HSRP
how running-config | section router

command, 67
HSRP (Hot Standby Router Protocol),

131
commands, 139
switches, 327-331

hypotheses
formulating, 33, 47-49, 57
testing, 33, 47-49, 57, 82

I
ICMP (Internet Control Message

Protocol), 109, 151, 214
identification of maintenance tasks, 

6-8
IDS (intrusion detection systems),

437
IGMP (Internet Group Management

Protocol), 415
enabling, 429

IGMPSN, 389
IGP (Interior Gateway Protocol), 157
implementation

IP SLA, 290
NAT, 213
security, 438

LWAPP denied by, 382

troubleshooting control planes,
449

troubleshooting in manage-
ment planes, 442-447

service backups, 33-22

inaccurate ACLs, troubleshooting
NAT, 220-226

incident-driven
information collection, 82
work, 3

include keyword, 66
incorrect routes, troubleshooting,

166-170
information gathering, 33, 45-46, 57,

82
IPv6 redistribution, 255
NetFlow, 89-91
non-CEF-switched packets, 354
real-time information, collecting, 

73-74
show commands, 64-69
SNMP, 87-89

informational security level, 16
injection, routes, 158, 166, 179-181,

188
input

errors, 79
IP, 66
queue drops, 79

inshttp, 450
inspection

rules, 450
traffic, 450

installation
maintenance, 7
routes, 158, 182, 189

integration
troubleshooting/maintenance

processes, 53-59
video, 410-417

IO multicast configuration
errors, 426-430

STP troubleshooting example,
417-426

wireless operations, 372-374
inter-AS (inter-autonomous system),

187

inter-AS (inter-autonomous system) 513



inter-VLAN routing
and multilayer switching, 127-129
troubleshooting, 126-131

interdomain routing, 149
interfaces

ATM, 227
auto-MDIX, 317-318
checking, 78-81
CLI, 34, 290, 439
error checking, 394
Gi0/1, 325
HDLC encapsulation, 305
status, 388, 464
SVIs

and routed ports, 129-131

troubleshooting, 126-131

switches, 310, 311-318
tables, 159, 167
trunks, 409

Interior Gateway Protocol. See IGP
Intermediate System-to-Intermediate

System (IS-IS), 157
International Organization for

Standardization (ISO), 4
International Telecommunication

Union Telecommunication
Standardization sector (ITU-T), 4

Internet Control Message Protocol.
See ICMP

Internet Protocol. See IP
Internetwork Performance Monitor

(IPM), 19
interrupt-driven work, 3
interrupts, CPU, 77
intra-autonomous system (intra-AS),

149
intrusion detection systems. See IDS
intrusion prevention systems. See IPS
invalid marking of VoIP packets, 

400-405
inventories

hardware, 22

IOS
hardware, troubleshooting, 74-81
stateful packet inspection, 450

IP (Internet Protocol)
addresses, troubleshooting DHCP,

238-240
ARP, 389
input, 66
numbering plans, 65
routing tables, viewing, 154

IP Background command, 346
ip helper-address command, 229, 230
ip inspect audit-trail command, 452
IP security option. See IPSO
IP SLA, 289-292

example of troubleshooting, 301-304
IPM (Internetwork Performance

Monitor), 19
IPS (intrusion prevention systems),

438
IPSec (IP Security), 214, 454

tunnels, 476
IPSO (IP security option), 73
IPv6

6to4 tunnels, 270-276
OSPF, 261-270
redistribution, 253-261
routing, 243-276
stateless autoconfiguration, 246-253

IS-IS (Intermediate System-to-
Intermediate System), 157

ISO (International Organization for
Standardization), 4

isolation
DHCP servers, 386
performance problems, 309
problems, 54

issue tracking systems, 16
ITIL (IT Infrastructure Library), 4
ITU-T (International

Telecommunication Union
Telecommunication Standardization
sector), 4
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J
jitter, 19, 56

video application QoS requirements,
412

K
keywords

begin, 66
exclude, 66
include, 66
longer-prefixes, 65

L
LAN Management Solutions (LME),

23
LANs (local area networks), switch

operations, 104-109
latency, video application QoS

requirements, 412
Layer 2

forwarding, verification, 109-111
multilayer switching, 130

Layer 3
routing, troubleshooting, 150-227
switching between VLANs, 130

layers
multilayer switching, 103, 126, 130
network connectivity, 150-156
Transport Layer, testing, 72

leaks, memory, 379
levels of security, 16
licenses, 12
Lightweight Access Point Protocol.

See LWAPP
limiting output of show ip route 

commands, 65
link-state advertisements (LSAs), 166,

168

links
comparisons, 65-38
troubleshooting, 7

Listening state, 326
LME (LAN Management Solutions),

23
local addresses, 213
local area networks. See LANs
logging

consoles, 380
service maintenance, 16-17

logins, 442
longer-prefixes keyword, 65
loops, preventing bridges, 117
loose connections, 314
loss

packets, 19, 311
video application QoS requirements,

412
LSAs (link-state advertisements), 166,

168
LWAPP (Lightweight Access Point

Protocol), 372
denied troubleshooting example,

382-385

M
MAC addresses, 110-111

attacks, 321
Layer 3 connections, troubleshoot-

ing, 151
port security, 396

macros, 424
maintenance, 1, 2

logging services, 16-17
planning, 1-6, 8-13
procedures, 6-8
scheduling, 8-9
security, 2, 3
standardization, 11
support, 4
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tools, 14-34, 486-489
configuration, 15-16

documentation, 15-16

fundamental tools and 
applications, 34-14

troubleshooting, 53-59
MALLOCFAIL errors, 359
management

communication, 58
planes, 438-447

Management Information Base (MIB),
15, 88

maps
class, 394
crypto, ACL errors, 463-467
Frame Relay, adding, 267
policies, 394

maximum transmission unit (MTU)
paths, 70-72
troubleshooting, 70

MD5 (Message Digest 5), 291
mean time between failures (MTBF),

3, 12
measurement

application response times, 285
baselines, creating, 55-56
IP SLA, 289-292
monitoring, 13-14
performance, 8, 13-14, 18-19

MED (multi-exit discriminator), 189
media converters, 315
Membership Reports, 416
memory

allocation, 359
routers, troubleshooting, 357-361
TCAM, 129
utilization, checking, 77-78

Message Digest 5. See MD5
messages

DHCP, 228
logging, 17

methodologies
maintenance, 1-6
troubleshooting, 41

bottom-up, 36-37

divide-and-conquer, 37-65

examples of, 39-41

follow-the-path, 65

move-the-problem, 38-39

spot-the-differences, 65-38

top-down, 36

MIB (Management Information Base),
15, 88

misconfiguration
RADIUS, 447
trunk troubleshooting example, 

375-378
mismatches, duplex, 380
missing routes, troubleshooting, 

166-170
models

maintenance, 2-11, 
See also maintenance

OSI, 150. See also OSI models
bottom-up troubleshooting

methods, 36-37

top-down troubleshooting
methods, 36

split MAC, 372
modes, EXEC, 73
modification, change-control 

procedures, 9
Modular QoS CLI (MQC), 394
monitor session session# commands,

85
monitoring

EIGRP, 160
IP SLA, 289-292
IPM, 19
issue tracking systems, 16
measurement, 13-14
networks, 7, 286
performance, 3
QoS, 284
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RMON, 56
tools, 18-19

move-the-problem troubleshooting
methods, 38-39

moves as part of maintenance, 7
MQC (Modular QoS CLI), 394
MRTG (Multi Router Traffic

Grapher), 19
MST (Multiple Spanning Tree), 422
MTBF (mean time between failures),

3, 12
MTU (maximum transmission unit)

paths, 70-72
troubleshooting, 70

Multi Router Traffic Grapher
(MRTG), 19

multi-exit discriminator (MED), 189
multicast queries, 429
multicast-aware networks, building,

413
multilayer switching, 130

demonstrations of, 130
inter-VLAN routing and, 127-129

Multiple Spanning Tree (MST), 422
multiple-collision counters, 330

N
NAC (Network Admission Control),

455
NAT (Network Address Translation),

111
crypto map ACL errors, 465
example of troubleshooting, 300-226
implementation, 213
operations, 212-215
overloading, 213
packets, 216
troubleshooting, 215-218

NBAR (Network-Based Application
Recognition), 56, 292-294

common issues, 297

ND (neighbor discovery), 243
neighbor discovery (ND), 243
neighbors, tables, 167, 189
Net background process, 345
NetFlow, 56, 83, 286-289

common issues, 296-297
configuration, 287-289
example of troubleshooting, 299-301
information gathering, 89-91

NetFlow feature card (NFFC), 288
Network Address Translation. See

NAT
Network Admission Control (NAC),

455
network management station (NMS),

88
network management system. See

NMS
Network Time Protocol (NTP), 34
Network-Based Application

Recognition. See NBAR
networks
ANS. See ANS

converged, 371. 
See also converged networks

layers, connectivity, 150-156
maintenance, planning, 1-6
monitoring, 7, 286
planning, 286
security, 438. See also security

NFFC (NetFlow feature card), 288
NMS (network management system),

88, 290
no debug all command, 73
no shutdown command, 397
non-CEF-switched packets, 354
notifications

events, enabling, 91-94
IP SLA, 289-292
security level, 16

notifications 517



NTP (Network Time Protocol), 34
IP SLA troubleshooting example,

303
numbering plans

IP, 65

O
OIDs (object identifiers), 15
on-demand information collection, 82
Open Shortest Path First (OSPF)

Protocol, 149
Open Systems Interconnection. See

OSI models
operations, STP, 112
optimizing applications, 284-296. 

See also ANS
options

append, 67
debug commands, 73
DHCP, 230
IPSO, 73
redirect, 67
repeat repeat-count, 69
size datagram-size, 69
source [address | interface], 69
Sweep range of sizes, 71
tee, 67

OSI (Open Systems Interconnection)
models, 150

bottom-up troubleshooting methods,
36-37

top-down troubleshooting methods,
36

OSPF (Open Shortest Path First)
Protocol, 149

authentication, removing, 437
commands, 223-174
data structures, 166-170
example of troubleshooting, 222-179
information flow between areas, 

172-223
information flow within areas, 170-172

IPv6, example of troubleshooting,
261-270

NAT, troubleshooting, 220
troubleshooting, 165-179

OutDiscards counter, 330
output

debug ip packet command, 74
errors, 79
filtering, 66
queue drops, 79
symbols, generated in ping, 72

overlapping address spaces, 212
overloading NAT, 213

P
Pacific standard time (PST), 35
Packet Description Language

Modules (PDLMs), 293
packets

address fields, 153
Cisco IOS stateful packet inspection,

449-452
DHCP, 228
EIGRP, 159
encapsulating, 151
forwarding, analyzing, 354-357
fragmented, reassembling, 72
ICMP, 109. See also ICMP
loss, 19, 311
NAT, 216
non-CEF-switched, 354
punting, 319-391
sniffers, 84
stateful inspection, 450
VoIP, invalid marking of, 400-405

panels, patches, 314
parameters

BGP configuration, 189
DHCP, 230
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PAT (Port Address Translation)
example of troubleshooting, 300-226
operations, 212-215
troubleshooting, 215-218

patches
panels, 314
software, 7

paths
availability, 157
frames, following through switches, 109
MTU, 70-72

patterns
of network behavior, 285
regular expressions, 65

PDLMs (Packet Description
Language Modules), 293

Per-VLAN Spanning Tree Plus
(PVST+), 326

performance, 283-284
ANS, 307-308
AutoQoS, 294-296
baselines, creating, 55
converged networks

port security and voice VLAN
troubleshooting example,
396-399

video, 410-430

diagnostics, 18
fast switch, 328
IP SLA, 289-292
IPM, 19
issue tracking systems, 16
maintenance, 2
management, 4, 5
measurement, 8, 13-14, 18-19
monitoring, 3
NBAR, 292-293
NetFlow, 286-289
QoS, 294-296
routers, 343-361

high CPU utilization, 344-347

memory, 357-361

switching paths, 347-357

SLB, 293-294
switches, 308-343

control planes, 322-325

DHCP, 325-326

excessive broadcasts, 332-336

excessive security, 336-343

HSRP, 327-331

speed and duplex settings, 
327-331

STP, 326-327

unified communication, 400-405
permanent virtual circuit (PVC), 156
permit lines, adding, 408
physical problems, troubleshooting,

109
PIM (Protocol Independent

Multicast), 415
ping utility

connectivity, testing, 69-73
IPv6, 287
multicast addresses, 430

pipe character (|), 65, 67
planning

capacity, 8, 18
disaster recovery, 11-13
maintenance, 1-6, 8-13
networks, 286

PoE (Power over Ethernet) hardware
configuration, 15

policies
documentation, 54
EEM, 93
maps, 394

polling values, 55
pools, DHCP, 389. See also DHCP
Port Address Translation. See PAT
ports

designated, electing, 116-117
root, electing, 115-114
routed, SVIs and, 129-131
RSPAN, 87
security and voice VLAN trou-

bleshooting example, 396-399

ports 519



SPAN, 84-87
switches, 314-315

possible causes of problems, 
eliminating, 33

power, 314
Power over Ethernet (PoE) hardware

configuration, 15
prefixes, BGP, 188
preparation for troubleshooting, 

485-486
preventing bridging loops, 117
principles, troubleshooting, 32-35
PRIVATE zone, 453
probes, IP SLA, 289-292
problems

defining, 42-44, 56, 82
escalation of, 58
isolation, 54
solutions to, 49-53, 58

procedures
change-control, formalizing, 9
defining, 11
documentation, 9-10
maintenance, 4-, 6
reporting, 43
task identification, 6-8
troubleshooting, 41-42

defining problems, 42-44

eliminating possible problem
causes, 46-47

formulating/testing hypotheses,
47-49

gathering information, 45-46

solving problems, 49-53

processes, 31-32. See also
procedures

ARP Input, 344
baselines, creating, 55-56
change control, 56-59

communication, 56-59
connectivity, testing, 104
EIGRP, 157-159
input, IP, 66
maintenance, 6
maintenance, integrating with, 53-59
Net Background, 345
redistribution, 179-181
responsible of high CPU loads, 389
routers, troubleshooting Layer 3,

150-227
switching, 348, 350-351
TCP Timer, 345
troubleshooting, 42

processes BGP
routes, 188-190

propagation of routes, verifying, 
181-183

properties, device comparisons, 
65-38

Protocol Independent Multicast
(PIM), 415

protocols
analyzers, 84
ARP, 109, 151, 244
BGP, 78

memory use, 360

troubleshooting, 187-197

CDP, 111, 329
DHCP, 151, 226-229
DTP, 131
EGP, 187
EIGRP, 458
first-hop redundancy, 131-139
GLBP, 448
HDLC, 152
HSRP, 131, 327-331
ICMP, 109, 151, 214
IGMP, 415, 429
IGP, 157
LWAPP, 372
NTP, 34, 303
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OSPF, 149
RIP, 74
routing, data structures, 188
RTP, 296
SCCP, 408
SIP, 301, 214
SNMP

discoveries, 324

information gathering, 87-89

Object Navigator, 15

STP, 119
switches, 326-327

troubleshooting, 112-126

video integration, 417-426

TCP, troubleshooting switches, 311
protocols IP

numbering plans, 65
provisioning tools, 22
PST (Pacific standard time), 35
PSTN (public switched telephone 

network), 390
public switched telephone network

(PSTN), 390
PUBLIC zone, 453
punting

frames, 319
traffic, 77

PVC (permanent virtual circuit), 156
PVST+ (Per-VLAN Spanning Tree

Plus), 326

Q
QoS (quality of service), 79, 294-296

configuration, 394
monitoring, 284
NAT, 214
video application requirements, 412

queries, multicast, 429
queues, drops

input, 79
output, 79

R
radio frequency (RF) connectivity,

374
RADIUS, 440

failures, 446
misconfiguration, 447

Rcv-Err parameter, 
real-time information, collecting, 

73-74
Real-Time Transport Protocol. See

RTP
reassembling fragmented packets, 72
reception of information from 

neighbors, 188
reception of routing information 

from neighbors, 166
recovery, disaster, 2

planning, 11-13
recursive routing, 458

troubleshooting, 471-478
redirect option, 67
redistribution

IPv6 example of troubleshooting,
253-261

process of, 179-181
routes, 158, 166, 188

examples of troubleshooting,
183-187

troubleshooting, 179-187

reducing downtime, 3
redundancy, 112

first-hop, 131-139
protocols, 131

redundancy protocols, 
troubleshooting, 131-139

process switching, 348
servers, 35

regular expressions, 65
relay agents, DHCP, 

229-231, 240-243
Release Notes, 358
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remote connectivity
address translation errors, 461-463
commands, 459
crypto map ACL errors, 463-467
GRE configuration errors, 467-471
troubleshooting, 447-478

Remote Destination Sessions, 87
Remote Monitoring (RMON), 56
Remote Switched Port Analyzer. 

See RSPAN
removing OSPF authentication, 437
repeat repeat-count option, 69
replacement

disaster recovery procedures, 12
of failed devices, 7
switches, troubleshooting, 123-126

reporting
accounting, 442
administration, 442
procedures, 43

request for proposal (RFP), 46
requests

ARP, 151
DHCP, 229

requirements, performance, 309
resources

maintenance, 14-34
TCAM, 322

responses, routers, 344
restore services implementation, 

33-22
results, utilization, 329
review questions, answers to491-499
RF (radio frequency) connectivity,

374
RFP (request for proposal), 46
RIB (Routing Information Base), 

154, 166, 224
BGP, 189

RIP (Routing Information Protocol),
74

RIPng (RIP Next Generation), 243

RME (CiscoWorks Resource Manager
Essentials), 23

RMON (Remote Monitoring), 56
roaming scenarios, 374
root bridges, electing, 113-114
Root Guard, 448
Root ID field, 115
Root Path Cost values, 116
root ports, electing, 115-114
round-trip time (RTT), 19
routed ports, SVIs and, 129-131
routers

ABRs, 167
branch offices, 468. 

See also branch offices
CEF, troubleshooting, 349-350
DHCP roles, 228
high CPU utilization, 344-347
HSRP, 131
IP SLA configuration, 289-292
memory, troubleshooting, 357-361
MRTG, 19
multilayer switches, 127-128
NetFlow, 287
performance, 343-361
SNMP traps, enabling, 92
SNMP-based access configuration, 88
switching paths, troubleshooting,

347-357
routes

BGP, processing, 188-190
injection, 158, 166, 179-181, 188
installation, 158, 182, 189
propagation, verifying, 181-183
redistribution, 158, 166, 188

examples of troubleshooting,
183-187

troubleshooting, 179-187

selection, 158, 166, 182, 189
troubleshooting, 166-170

routing
data structures, 150-227
EIGRP, 157-159
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inter-VLAN routing, 126-131
IPv6, 243-276
Layer 3, 150-227
NAT/PAT issues, troubleshooting,

300-220
protocols, data structures, 188

recursive, 458. See recursive routing
tables, viewing, 154

Routing Information Base (RIB), 
154, 166, 224

BGP, 189
Routing Information Protocol. See

RIP
routing tables, searching, 64
RSPAN (Remote Switched Port

Analyzer), 87
RTP (Real-Time Transport Protocol),

296
RTT (round-trip time), 19
rules

CIDR, 243
inspection, 450

S
SA (Security Association), 468
SCCP (Skinny Client Control

Protocol), 408
scheduling

automatic backup, 23
changes during major failures, 54
maintenance, 8-9

scope exhaustion, DHCP, 295
SCP (Secure Copy Protocol) servers, 34
scripts, TCL, 93
SDM (Security Device Manager), 

34, 439
SDM (switch database manager) tem-

plate, 320
searching routing tables, 64
Secure Copy Protocol (SCP) servers,

34

Secure Shell (SSH), 34
management plane security, 439
NAT, 220

security, 435-436
audits, troubleshooting DHCP, 

233-238
Cisco IOS stateful packet inspection,

449-452
control planes, 447-449
data planes, 449-456, 454
disabling, 437
excessive, 336-343
features, 437-438
firewalls, IOS software methods, 405
IPSec, 214
IPSO, 73
levels, 16
LWAPP denied by, 382
maintenance, 2, 3
management, 4, 5
management planes, 438-447
ports and voice VLAN troubleshoot-

ing example, 396-399
troubleshooting, 437-438
video, 414
wireless networks, 373
zones, 453

Security Association (SA), 468
Security Device Manager (SDM), 

34, 439
selection of routes, 158, 166, 182, 189
server load balancing. See SLB
servers

backups, creating, 34
DHCP, 226-229-231
NTP, 34-35
redundancy, 35
SCP, 34
syslog, 34, 91
time, 34

service dhcp command, 237
service level agreements. See SLAs
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service level agreements (SLAs), 13
compliance, 18

services
addressing

common service issues, 
242-243

troubleshooting, 211-212

ANS, 284. See also ANS
backup implementation, 33-22
logging, maintenance, 16-17

Session Initiation Protocol. See SIP
sessions, Remote Destination

Sessions, 87
sharing blocking, 425
shoot-from-the-hip troubleshooting

methods, 34
shortest path first (SPF), 166
show commands
show access-lists command, 67, 406
show adjacency command, 

129, 353, 357
show adjacency detail command, 156
show arp command, 383
show buffers command, 360
show commands, 64-69
show controller command, 335
show controllers command, 80
show crypto isakmp sa command, 468
show crypto map command, 462
show diag command, 80, 360
show etherchannel 1 detail command,

123
show etherchannel summary 

command, 123
show frame-relay map command, 156
show interface command, 383
show interface g0/2 stats command,

330
show interface interface counters

command, 394
show interface status command, 375
show interface switchport command,

377

show interface transceiver properties
command, 317

show interfaces command, 78, 378
show interfaces interfaces counters

errors command, 394
show interfaces po1 command, 419
show interfaces switchport command,

111
show interfaces trunk command, 111
show interfaces tunnel 0 command,

468
show inventory command, 80
show ip arp command, 156
show ip bgp command, 191
show ip bgp neighbors command, 191
show ip bgp summary command, 191
show ip cache command, 351
show ip cache flow command, 

90, 288, 398
show ip cef command, 129, 352
show ip cef exact-route source 

destination command, 155
show ip cef ip-address command, 155
show ip cef network mask command,

155
show ip dhcp binding command, 232
show ip dhcp conflict command, 239
show ip dhcp database command, 232
show ip dhcp pool command, 

233, 235, 464
show ip dhcp server statistics 

command, 232, 235
show ip eigrp interfaces command, 160
show ip eigrp neighbors command, 160
show ip eigrp topology command, 160
show ip flow export command, 398
show ip inspect all command, 451
show ip interface brief | exclude 

unassigned command, 66
show ip interface brief command, 66
show ip interface command, 350
show ip ipv6 int fa0/0 command, 252
show ip nat statistics command, 216
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show ip nat translations command, 216
show ip nbar protocol-discovery 

command, 292
show ip ospf database command, 173
show ip ospf interface command, 223
show ip ospf neighbor command, 173
show ip ospf statistic command, 173
show ip route command, 64
show ip route ip-address command, 154
show ip route network longer prefixes

command, 154
show ip route network mask 

command, 154
show ip route profile command, 219
show ip sla monitor configuration

command, 397
show ip sla monitor statistics 

command, 302
show ip socket command, 237
show ip sockets command, 293
show ipv6 interface command, 246
show ipv6 interface fa0/0 command,

290
show ipv6 ospf command, 265
show ipv6 ospf interface command,

263
show ipv6 protocols command, 

246, 260
show ipv6 rip command, 256
show ipv6 route command, 

246, 289, 253
show ipv6 routers command, 246
show logging command, 16
show mac-address-table command,

64, 111
show memory allocating-process

totals command, 379
show memory command, 77
show mls cef command, 129
show platform command, 80, 129
show platform forward interface 

command, 111
show platform ip unicast counts 

command, 390

show platform tcam utilization 
command, 320

show policy-map interface command,
403

show process cpu command, 76
show processes cpu | include ^CPU|IP

Input command, 67
show processes cpu command, 64,

66, 323, 334, 346
show running | section ip dhcp pool

command, 389
show running-config | begin line vty

command, 66
show running-config | section router

eigrp command, 66
show running-config command, 66
show spanning-tree blockedports

command, 425
show spanning-tree command, 117
show spanning-tree interface 

interface-id detail command, 118
show spanning-tree root command,

425
show standby brief command, 

135, 139
show standby interface-id command,

135
show tcp command, 345
show tcp statistics command, 345
show vlan command, 111
show vrrp brief command, 139
show zone-pair security command,

456
showglbp brief command, 139
showip nat statistics command, 461
Simple Network Management

Protocol. See SNMP
Single-Col parameter, 
single-collision counters, 330
SIP (Session Initiation Protocol), 

301, 214
size

datagram-size option, 69
memory, 358
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Skinny Client Control Protocol. 
See SCCP

skip all command, 66
SLAs (service level agreements), 2, 13

compliance, 18
SLB (server load balancing), 293-294
sniffers, packets, 84
SNMP (Simple Network Management

Protocol)
discoveries, 324
Engine, 389
information gathering, 87-89
Object Navigator, 15
traps, enabling, 92

snmp-server ifindex persist command,
89

snooping, DHCP, 326
software

backups, 22
comparisons, 65-38
failures, 75
upgrading, 7

solutions to problems, 49-53, 58
source [address | interface] option, 69
SPAN (Switched Port Analyzer), 

84-87
Spanning Tree Protocol. See STP
speed settings, 327-331
SPF (shortest path first), 166
spike sin CPU utilization, 323
split MAC model, 372
spot-the-differences troubleshooting

methods, 65-38
SSH (Secure Shell), 34

management plane security, 439
NAT, troubleshooting, 220

standardization, maintenance, 11
starvation, DHCP, 326
stateless autoconfiguration, 246-253
states, err-disable, 396
static NAT, 212
statistics, 56. See also documentation

status, interfaces, 388, 464
storms, broadcast, 112
STP (Spanning Tree Protocol)

failures, 119-121
operations, 112
switches, 326-327
topology analysis, 117
troubleshooting, 112-126
video integration, 417-426

structured approaches, 
troubleshooting, 35-39, 56

stub configuration, 266
Stub/Transit area option bit, 265
support. See also maintenance

issue tracking systems, 16
video devices, 412

SVIs (switched virtual interfaces)
and routed ports, 129-131
troubleshooting, 126-131

Sweep range of sizes option, 71
switch database manager (SDM) 

template, 320
Switched Port Analyzer. See SPAN
switched virtual interfaces. See SVIs
switches. See also Catalyst switches

access configuration, 403
components, 310
control planes, 322-325
DHCP, 325-326
diagnostic commands, 111
duplex troubleshooting example,

315-317
failures, 109
frames, following paths through, 109
HSRP, 327-331
interfaces, troubleshooting, 311-318
LANs, 104-109
NetFlow support, 89
performance, 308-343

excessive broadcasts, 332-336

excessive security, 336-343
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ports, 314-315
replacing, troubleshooting, 123-126
speed and duplex settings, 327-331
STP, 326-327
TCAM, troubleshooting, 319-322
traffic-capturing tools, 83-87

switching
fast

disabling, 348, 350

enabling, 348

troubleshooting, 350-351

multilayer, 103, 126, 127
paths, 347-357
process, 348, 350-351
types, 373
VLANs, Layer 3, 130

symbols, generated in ping output, 72
symptoms of busy routers, 344
synchronization, clocks, 34
syslog servers, 34, 91

T
tables

adjacency
CEF, 152

viewing, 353

BGP, 189
CEF FIB, viewing, 155
interfaces, 159, 167
MAC addresses, 110
neighbors, 167, 189
routing

searching, 64

viewing, 154

topologies, 159
TACACS+, 440

failures, 445
tasks, maintenance, 2

identification, 6-8
skills needed, 14-34

TCAM (ternary content-addressable
memory), 77, 129

troubleshooting, 319-322
TCL (tool command language), 93
TCP (Transmission Control Protocol),

311
TCP Timer process, 345
TDR (Time Domain Reflectometer),

81
technical expectations, 309
tee option, 67
Telecommunications Management

Network (TMN), 4
TelePresence, 410
Telnet, 34

connectivity, testing, 69-73
management plane security, 439

templates
defining, 11
SDM, 320

ternary content-addressable memory
(TCAM), 77, 129

testing
address translation error results, 463
connectivity, 69-73, 104
hypotheses, 33, 47-49, 57, 82
ping

IPv6, 287

multicast addresses, 430

Transport Layer, 72
thresholds, IP SLA, 289
Time Domain Reflectometer (TDR), 81
time servers, 34
Time To Live (TTL) fields, 119, 151
timers, spanning-tree, 117
TMN (Telecommunications

Management Network), 4
tool command language (TCL), 93
toolkits, assembling, 45
tools, 63-64

categories of, 81-83
Cisco Power Calculator, 15

tools 527



configuration, 15-16
disaster recovery, 22-23
documentation, 15-16
Dynamic Configuration, 15
Gobbler, 326
maintenance, 4, 14-34-14, 486-489
monitoring, 18-19
packet forwarding analysis, 354-357
performance measurement, 18-19
ping

IPv6, 287

multicast addresses, 430

testing connectivity, 69-73

provisioning, 22
RSPAN, 87
SPAN, 84-87
traffic-capturing, 83-87
troubleshooting, 486-489
ZPF, 455-456

top-down troubleshooting methods,
36

topologies, 159
l loops, switched LANs on, 112
STP analysis, 117
video integration, 417

ToS (Type of Service), 89
traceroute command, 380
traceroute mac command, 111
traffic

accounting, 56, 286
ANS, 284. See also ANS
application baselines, 284
capturing tools, 83-87
classification, 294. See also

classification
copying, 84
inspection, 450
LWAPP, 385
MRTG, 19
NAT, 215
NBAR, 292-294
punted, 77

punting, 319
statistics, 425
switches, 308. See also switches
tracing, 54

trails, audit, 455
transactions, DHCP, 229translation

errors, addresses, 
XXXX9.266-9.285. See also NAT

Transmission Control Protocol. 
See TCP

transmission of routing information
to neighbors, 158, 166, 189

Transport Layer, testing, 72
traps, SNMP, 92
triggers, defining problems, 42-44
troubleshooting. See also perform-

ance
ACL trunks, 405-410
addressing services, 211-212
ANS, 307-308, 298-308
BGP, 187-197
branch offices, 447-478
CEF, 351-354
connectivity, 150-156
converged networks, 371

integration, 372-374

video, 410-430

wireless operations, 371-390

data planes, 449-456, 455-456
devices, 7
DHCP, 229-231
EIGRP, 156-165
fast switching, 350-351
first-hop redundancy protocols, 

131-139
high CPU loads on switches, 322-325
incorrect routes, 166-170
inter-VLAN routing, 126-131
IPv6 routing, 243-276
issue tracking systems, 16
links, 7
maintenance, integrating, 53-59
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methodologies, 40-41
bottom-up, 36-37

divide-and-conquer, 37-65

examples of, 39-41

follow-the-path, 65

move-the-problem, 38-39

spot-the-differences, 65-38

top-down, 36

missing routes, 166-170
MTUs, 70
NAT, 215-218
OSPF, 165-179
PAT, 215-218
performance, 283-284
preparation for, 485-486
principles, 32-35
procedures, 41-42

defining problems, 42-44

eliminating possible problem
causes, 46-47

formulating/testing hypotheses,
47-49

gathering information, 45-46

solving problems, 49-53

process switching, 350-351
processes, 42
recursive routing, 458, 471-478
routers, 343-361

memory, 357-361

switching paths, 347-357

routes
propagation, 181-183

redistribution, 179-187

routing, Layer 3, 150-227
security, 437-438

control planes, 447-449

management planes, 438-447

source routing protocols, 181
STP, 112-126
structured approaches, 35-39, 56
SVIs, 126-131

switches, 308-343
interfaces, 311-318

replacing, 123-126

tools, 81, 486-489. See also tools
unified communication, 400-405
VLANs, 110-111
wireless operation integration, 

372-374
wiring problems, 314-315
workflow, 490
ZPF, 456

trunks, 120
ACLs, troubleshooting, 405-410
interfaces, 409
misconfigured trunk troubleshooting

example, 375-378
trust configuration, adding to 

interfaces, 398
TTL (Time To Live) fields, 119, 151
tunnels

destination address errors, 470
IPSec, 476

Type of Service. See ToS
types

of NAT, 212
of switching, 373
of video applications, 411

U
UDP (User Datagram Protocol), 290
Unicast Reverse Path Forwarding. 

See uRPF
unified communication

ACL and trunk troubleshooting
example, 405-410

converged networks, 390-410
invalid marking of VoIP packets,

400-405
port security and voice VLAN 

troubleshooting example, 396-399
Unified Video Advantage, 412
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Unified Videoconferencing Systems,
410

Uniform Resource Locators. 
See URLs

Unity, 390
universal time coordinated. 

See UTC
UNIX, 34
updating documentation, 8, 9-10
upgrading

performance, gathering data, 13
software, 7

URLs (Uniform Resource Locators), 33
uRPF (Unicast Reverse Path

Forwarding), 454
usage-based network billing, 286
User Datagram Protocol. See UDP
user expectations, 309
UTC (universal time coordinated), 35
utilities. See tools
utilization

CPUs, 323
checking, 76-77, 355

troubleshooting, 333

troubleshooting routers, 
344-347

memory, checking, 77-78
results, 329
TCAM, 319

V
values

polling, 55
Root Path Cost, 116

verification
documentation, 55
first-hop redundancy protocols, 

136-139
Layer 2 forwarding, 109-111
of reported problems, 43
route propagation, 181-183
RSPAN, 86

TCAM utilization, 319
VLANs, 377

video
converged networks, 410-430
devices, 412
integration, 410-417

IO multicast configuration
errors, 426-430

STP troubleshooting example,
417-426

viewing
adjacency tables, 353
CEF FIB tables, 155
IP routing tables, 154
VLANs, 376

VIP (virtual IP address), 294
virtual IP address. See VIP
virtual local-area networks. 

See VLANs
virtual private networks. See VPNs
Virtual Router Redundancy Protocol.

See VRRP
Virtual Routing and Forwarding

(VRF)-aware firewall, 436
Virtual Tunnel Interface (VTI), 458
VLAN Trunking Protocol. See VTP
VLANs (virtual local-area networks),

103, 109-111, 117, 124
configuration, adding to interfaces,

398
inter-VLAN routing, 126-131
LANs, switch operations, 104-109
Layer 2 forwarding verification, 

109-111
Layer 3 switching, 130
RSPAN, 86
troubleshooting, 110-111
unified communication issues, 393
viewing, 376
voice, port security troubleshooting

example, 396-399
voice

mail, 390
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VLAN troubleshooting example,
396-399

VOICE class, 405
Voice over Wireless LAN (VoWLAN),

374
VoIP (Voice over IP), invalid marking

of packets, 400-405
volume analysis, 422
VoWLAN (Voice over Wireless LAN),

374
VPNs (virtual private networks), 212

connectivity, 456
encryption, 215

VRF (Virtual Routing and
Forwarding)-aware firewall, 436

VRRP (Virtual Router Redundancy
Protocol), 131

commands, 139
VTI (Virtual Tunnel Interface), 458
VTP (VLAN Trunking Protocol), 109

W
WAAS (Wide Area Application

Service), 284
WAPs (wireless access points), 335
warnings, security level, 16
Wide Area Application Service. 

See WAAS
wiki documentation, 15
wireless access points (WAPs), 335
wireless LAN controller (WLC), 372
wireless local-area network. See WLAN
wireless operations

converged networks, 371-390
integration, 372-374

wiring problems, 314-315
WLAN (wireless local-area network),

372
DHCP troubleshooting example,

385-390
duplex and trust troubleshooting

example, 378-382

LWAPP denied troubleshooting
example, 382-385

misconfigured trunk troubleshooting
example, 375-378

WLC (wireless LAN controller), 372
workflow, troubleshooting, 490
writing documentation, 8

Z
zone-based policy firewall. See ZPF
zones

security, 453
time, 34-35

ZPF (zone-based policy firewall), 452
troubleshooting, 456
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