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Foreword
Several important and pervasive trends are driving the rapid adoption of WAN optimization technologies. 
The globalization of business has driven the need to provide reliable 24x7 information access to the 
extended enterprise of suppliers, distributors, customers, and employees. The global nature of business 
has driven steady growth in the number of branch offices, as corporations have relentlessly tried to put a 
local, customer-intimate face to their global brands and operations. This, for example, is the case in 
retail banking where new forms of “lean branches” have emerged in storefronts, shopping malls, and 
other locations, bringing the “branch to the customer” rather than “the customer to the branch.” Deploy-
ing a traditional “heavy” application infrastructure to such locations is simply impossible due to con-
straints of space, manpower, and physical security. Furthermore, additional pressures of cost, regulatory 
compliance, and security have driven the need for IT departments to seriously evaluate further global 
consolidation of their application infrastructures, such as servers, storage and backup, and network 
equipment, and even to consider a “software-as-a-service” application model.

WAN optimization technology offers the promise to transform the way corporations do business, by 
enabling collaboration and teamwork by providing cost-effective, responsive, anytime, anywhere access 
to critical information. At the same time, as WAN optimization “crosses the chasm” to mainstream 
adoption, we at Cisco believe that it is important to integrate these technologies closely with the 
network and the operating services on the WAN, such as security, routing, and so on. Not only is this 
nondisruptive to the network, but it also allows customers the flexibility to evolve their network, net-
work services, and application architectures with the needs of the business.

I have known the two authors for several years and can vouch for their qualifications to write such a 
book. Each brings extensive and respected practitioner’s experience in the development, design, and 
deployment of Cisco’s award-winning WAN optimization technology solutions to more than 2000 
customers. The authors have provided many of our customers counsel on the successful design of their 
solutions and have given our engineering team direction for important new capabilities being built into 
our products. Each brings both a deep understanding of the broad range of wide-area networking tech-
nologies and a practical bent to the successful integration of these technologies into a systematic solution.

I strongly recommend that you read this book if you are interested in WAN optimization technologies or 
are considering deploying such technology; it will serve you well.

George Kurian
Vice President and General Manager
Application Delivery Business Unit
Cisco Systems, Inc.
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Introduction
IT organizations are realizing the benefits of infrastructure consolidation and virtualization—cost 
savings, operational savings, better posture toward disaster recovery—and the challenges associated. 
Consolidating infrastructure increases the distance between the remote office worker and the tools they 
need to ensure productivity—applications, servers, content, and more. Application acceleration and 
WAN optimization solutions such as Cisco Wide Area Application Services (WAAS) bridge the divide 
between consolidation and performance to enable a high-performance consolidated infrastructure.

Goals and Methods
The goal of this book is to familiarize you with the concepts and fundamentals of sizing and deploying 
Cisco WAAS in your environment. This book provides a technical introduction to the product, followed 
by deployment sizing guidelines, through integration techniques, and configuration of major components 
and subsystems. This book provides you with 95 percent or more of the knowledge that you need to 
ensure a successful deployment of Cisco WAAS in your environment, including configuration tips, 
pointers, and notes that will guide you through the process.

Who Should Read This Book?
This book is written for anyone who is responsible for the design and deployment of Cisco WAAS in 
their network environment. The text assumes the reader has a basic knowledge of data networking, 
specifically TCP/IP and basic routing and switching technologies.

As the WAAS technology continues to evolve, the content in this book will provide a solid framework to 
build on. Mastering the topics in this book will ensure that you can approach any WAAS design project 
with confidence.

How This Book Is Organized
Although this book could be read cover to cover, it is designed to be flexible and allow you to easily 
move between chapters and sections of chapters to cover just the material that you need more work 
with. While each of the chapters builds upon the foundation laid by previous chapters, enough back-
ground information is provided in each chapter to allow it to be a standalone reference work in and of 
itself. Chapter 1 provides a technical examination of the Cisco WAAS product and its core capabilities, 
along with use cases and the “why you care” about each of the solution components. Chapters 2 through 
9 are the core chapters and, although they can be covered in any order, it is recommended that they be 
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covered sequentially for continuity. Chapter 10 provides a series of use cases for the Cisco WAAS 
product family, which can also provide insight into how other customers are using this technology to 
meet their business infrastructure requirements.

• Chapter 1, “Introduction to Cisco Wide Area Application Services”: This chapter provides 
a technical examination and overview of Cisco WAAS and its core components.

• Chapter 2, “Cisco Wide Area Application Engine (WAE) Family”: This chapter discusses 
the Cisco WAE appliance and router-integrated network module hardware family, positioning 
of each of the platforms, and system specifications that impact the design of a solution relative 
to the performance and scalability of each component.

• Chapter 3, “Planning, Discovery, and Analysis”: Planning is a critical part to any successful 
WAAS deployment. Spending ample time at the beginning of the project to understand the 
requirements, including those imposed by the existing network environment, is critical for a 
successful deployment. Chapter 3 gives you a head start by outlining the key topic areas that 
should be taken into consideration as you are planning your WAAS deployment.

• Chapter 4, “Network Integration and Interception”: This chapter provides an in-depth 
review of the network integration and interception capabilities of Cisco WAAS. The topics 
discussed in Chapter 4 form the foundation for the design discussions in subsequent chapters.

• Chapter 5, “Branch Office Network Integration”: This chapter provides a detailed discus-
sion of the different design options for deploying Cisco WAAS in the branch office environ-
ment. Several design options are discussed, including detailed configuration examples.

• Chapter 6, “Data Center Network Integration”: This chapter examines the key design 
considerations for deploying WAAS in the data center. Sample design models and configuration 
examples are provided throughout the chapter. Best practices recommendations for scaling to 
support hundreds or thousands of remote sites are also included.

• Chapter 7, “System and Device Management”: This chapter walks you through the initial 
deployment of the Central Manager and each of the accelerator WAEs, including the setup 
script, registration, activation, and use of management techniques such as device groups. This 
chapter also provides you with a series of helpful sections on commonly used configuration 
items, such as syslog and SNMP.

• Chapter 8, “Configuring WAN Optimization”: This chapter guides you through the WAN 
optimization framework provided by Cisco WAAS, including each of the optimization tech-
niques and the Application Traffic Policy manager. This chapter also examines the configuration 
of optimization policies, verification that policies are applied correctly, and an examination of 
statistics and reports.

• Chapter 9, “Configuring Application Acceleration”: This chapter focuses on the application 
acceleration components of Cisco WAAS, including configuration, verification, and how 
the components interact. This chapter also looks closely at how these components leverage 
the underlying WAN optimization framework, and how they are managed.
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• Chapter 10, “Case Studies”: This chapter brings together various topics discussed in the pre-
vious chapters through several case studies. The case studies presented focus on real-world 
deployment examples, discussing the key design considerations, options, and final device-level 
configurations.
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Network Integration and 
Interception

This chapter provides an in-depth review of the network integration and interception 
capabilities of Cisco WAAS. The chapter begins by describing the options for basic con-
nectivity, including link aggregation and NIC teaming. This is followed by a discussion of 
the interception methods available for redirecting traffic to a WAAS device for optimization. 
The techniques and methods discussed in this chapter form the foundation of the design and 
deployment solutions presented in subsequent chapters of this book.

Interface Connectivity
Each Cisco Wide Area Application Engine (WAE) has two 10/100/1000BASE-T Ethernet 
interfaces. In a typical deployment, each WAE is connected using a single interface to a 
LAN switch or router. By default, WAE interfaces auto-negotiate their speed and duplex. 
You can optionally configure the interface speed to 10 or 100 Mbps. In order for the interface 
speed to run at 1000 Mbps, it must be configured for auto-negotiation. The duplex of the 
interface is also configurable.

CAUTION Do not configure WAE interfaces for half-duplex operation. The collision and retransmis-
sion behavior of half-duplex Ethernet has a negative effect on WAE performance.

The router-integrated network module (NME-WAE) is also equipped with two Ethernet 
interfaces, but only one interface is accessible externally. The other interface connects 
directly to the internal router PCI bus at 1 Gbps and is configured in a similar manner as 
an external interface would be configured on a WAE appliance. Unlike a WAE appliance 
configuration, the WAE interface IP address and default gateway are configured as part of 
the Cisco IOS interface configuration where the NME-WAE is installed. Figure 4-1 shows 
the physical interface layout on the router-integrated NME-WAE.
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Figure 4-1 NME-WAE Physical Interface Connectivity

The WAE interface configuration options are similar to the Cisco IOS configuration 
options, both in terms of function and CLI commands. Example 4-1 shows the interface 
configuration options available on a WAE.

Example 4-1 WAE Interface Configuration Options 

WAE-612(config)# interface gigabitEthernet 1/0 
WAE-612(config-if)# ?
  autosense      Interface autosense
  bandwidth      Interface bandwidth
  cdp            Cisco Discovery Protocol Interface Config commands
  channel-group  Configure EtherChannel group
  description    Interface specific description
  exit           Exit from this submode
  full-duplex    Interface fullduplex
  half-duplex    Interface halfduplex
  ip             Interface Internet Protocol Config commands
  mtu            Set the interface Maximum Transmission Unit (MTU)
  no             Negate a command or set its defaults
  shutdown       Shutdown the specific interface
  standby        Standby interface config commands
WAE-612(config-if)#

WANI/F I/F I/F

Router Internal
Gigabit

Ethernet

Internal
Gigabit

Ethernet

X86 CPU

External
Gigabit

Ethernet

Boot
Flash

Compact
Flash
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One of the interface configuration commands that behaves differently in WAAS versus IOS 
is the bandwidth command. The bandwidth interface configuration command in WAAS 
is used to specify the speed of the interface when auto-negotiation is disabled. The way 
in which the standby interface command is used is another important difference between 
WAAS and IOS. In IOS, the standby interface command is used for configuring the Hot 
Standby Router Protocol (HSRP) feature, while in WAAS it is used to configure the standby 
interface feature, described in the next section. You can see from the output in Example 4-1 
that the remaining WAAS interface configuration commands are similar to the corresponding 
IOS interface configuration commands.

You can explicitly configure the interface with an IP address and subnet mask, or the WAE 
can acquire an IP address using DHCP. Each WAE interface can also be configured with 
multiple secondary IP addresses. It is also possible for the same interface to acquire an IP 
address through DHCP, and have multiple secondary IP addresses statically configured. By 
default, the interfaces on a WAE are administratively disabled, and are automatically 
enabled when a valid IP address is configured.

Each WAE interface is primarily referenced using the standard Cisco IOS interface naming 
scheme:

<interface-name> <slot/port>

This is how WAE interfaces are referred to during configuration through the CLI or GUI. 
The interfaces also have an internal name by which the Linux operating system knows 
them. Table 4-1 shows the mapping between the internal and external interface names.

Understanding the internal name of an interface is useful for understanding system log 
messages and using internal operating system tools, such as Ethereal or Tcpdump, which 
are useful for capturing traffic for offline analysis.

Just like the interface configuration, the outputs of interface show commands in WAAS are 
similar to Cisco IOS. Example 4-2 shows the output from the show interface command in 
WAAS.

Table 4-1 WAE External and Internal Interface Names

IOS Name Internal Name

gigabitEthernet 1/0 eth0

gigabitEthernet 2/0 eth1

Example 4-2 WAE show interface Command Output 

AST6-CCO-02# show interface gigabitEthernet 1/0
Type:Ethernet
Ethernet address:00:11:25:AB:43:28
Internet address:10.88.81.2

continues



78 Chapter 4:  Network Integration and Interception

In addition to the normal interface information, such as IP address, Ethernet address, and 
counters, each interface also has a set of flags. These flags are the same flags that can be 
seen in the output of the ifconfig command in Linux. The two most important flags are UP 
and RUNNING. The presence of the UP flag indicates that the interface is administratively 
enabled. The presence of the RUNNING flag indicates that line protocol on the interface is 
operational.

Link Aggregation Using EtherChannel
To increase the available interface bandwidth for a WAE, Cisco WAAS supports EtherChannel. 
EtherChannel allows for the grouping of multiple physical interfaces to create a single 
“virtual” interface. The virtual interface, which functions as a single interface, has the 
aggregate bandwidth of the available physical interfaces in the channel group. EtherChannel is 
useful when the output from a single WAE exceeds the physical limitations of a single 
interface. For example, some remote sites may only have 100-Mbps LAN connections 
available, whereas the traffic from a single WAE can easily exceed 100 Mbps. In these 
situations, using EtherChannel to group both physical WAE interfaces together provides 
200 Mbps of usable interface bandwidth.

In addition to increasing the available interface bandwidth, the EtherChannel has automatic 
failure and recovery detection based on the link state of each individual interface. In the 
event of a single interface failure, traffic continues to pass over the remaining interface in 

Broadcast address:10.88.81.15
Netmask:255.255.255.240
Maximum Transfer Unit Size:1500
Metric:1
Packets Received: 966044
Input Errors: 0
Input Packets Dropped: 0
Input Packets Overruns: 0
Input Packets Frames: 0
Packet Sent: 1046794
Output Errors: 0
Output Packets Dropped: 0
Output Packets Overruns: 0
Output Packets Carrier: 0
Output Queue Length:1000
Collisions: 0
Base address:0x2000
Flags:UP BROADCAST RUNNING MULTICAST 
Mode: autoselect, full-duplex, 100baseTX
AST6-CCO-02#

Example 4-2 WAE show interface Command Output (Continued)
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the channel group. The EtherChannel interface uses the MAC address from one of the physical 
interfaces in the group. The same MAC address is used persistently for the EtherChannel 
interface, even if the physical interface associated with that MAC address goes down. The 
formation of an EtherChannel in WAAS is based purely on device configuration. WAAS 
does not support Cisco Port Aggregation Protocol (PAgP) or 802.3ad Link Aggregation 
Control Protocol (LACP). When configuring EtherChannel between a WAE and a LAN 
switch, the channel mode on the LAN switch should be set to On for the WAE EtherChannel.

By default, the WAE load balances packets across all available interfaces in the channel 
group using a round-robin algorithm. WAAS also supports load balancing using destination 
IP address or destination MAC address.

Figure 4-2 shows a WAE connected to a single LAN switch using EtherChannel.

Figure 4-2 WAE Connected Using EtherChannel Feature

EtherChannel Configuration
Configuring EtherChannel in WAAS involves the following steps:

Step 1 Create a virtual PortChannel interface.

Step 2 Configure an IP address and subnet mask for the PortChannel interface.

Step 3 Assign the physical interfaces to the PortChannel.

gigabitEthernet 1/0

gigabitEthernet 2/0

WAN
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Example 4-3 shows a basic EtherChannel configuration.

You should observe the following limitations when configuring EtherChannel in WAAS:

• Both interfaces in the channel group must run at the same speed.

• Access control lists (ACL) are still applied to each physical interface.

The load-balancing algorithm used for distributing traffic across the EtherChannel is 
configured using the following command:

port-channel load-balance dst-ip | dst-mac | round-robin

The command is configured globally and applies to all PortChannels on the WAE.

To check the status of the PortChannel interface, use the show interface PortChannel 
channel-number command. Example 4-4 demonstrates the output of this command.

Example 4-3 WAE EtherChannel Configuration

!
interface PortChannel 1
 description ** EtherChannel Link to Switch ABC ***
 ip address 10.10.10.5 255.255.255.0
 exit
!
interface GigabitEthernet 1/0
 channel-group 1
 exit
interface GigabitEthernet 2/0
 channel-group 1
 exit
!

Example 4-4 WAAS show interface PortChannel Output 

AST6-CCO-01# show interface PortChannel 1
Interface PortChannel 1 (2 physical interface(s)):
        GigabitEthernet 1/0 (active)
        GigabitEthernet 2/0 (active)
---------------------
Type:Ethernet
Ethernet address:00:11:25:AB:43:32
Internet address:10.88.80.130
Broadcast address:10.88.80.255
Netmask:255.255.255.128
Maximum Transfer Unit Size:1500
Metric:1
Packets Received: 815996
Input Errors: 0
Input Packets Dropped: 0
Input Packets Overruns: 0
Input Packets Frames: 0
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Each member of the channel group, along with the status of the interface, is shown at the 
beginning of the output. The MASTER flag in the example output indicates that this is 
the virtual EtherChannel interface. Also notice the Ethernet address, which is taken from 
one of the physical interfaces in the channel group. Example 4-5 demonstrates the same 
command for each physical interface in the channel group.

Packet Sent: 321842
Output Errors: 0
Output Packets Dropped: 0
Output Packets Overruns: 0
Output Packets Carrier: 0
Output Queue Length:0
Collisions: 0
Flags:UP BROADCAST RUNNING MASTER MULTICAST 
AST6-CCO-01#

Example 4-5 Channel Group Member Interface Output 

AST6-CCO-01# show interface gigabitEthernet 1/0
Type:Ethernet
Ethernet address:00:11:25:AB:43:32
Internet address:10.88.80.130
Broadcast address:10.88.80.255
Netmask:255.255.255.128
Maximum Transfer Unit Size:1500
Metric:1
Packets Received: 816176
Input Errors: 0
Input Packets Dropped: 0
Input Packets Overruns: 0
Input Packets Frames: 0
Packet Sent: 321880
Output Errors: 0
Output Packets Dropped: 0
Output Packets Overruns: 0
Output Packets Carrier: 0
Output Queue Length:1000
Collisions: 0
Base address:0x2000
Flags:UP BROADCAST RUNNING SLAVE MULTICAST 
Mode: full-duplex, 100baseTX
AST6-CCO-01#
AST6-CCO-01# show interface gigabitEthernet 2/0
Type:Ethernet
Ethernet address:00:11:25:AB:43:32
Internet address:10.88.80.130
Broadcast address:10.88.80.255
Netmask:255.255.255.128

continues

Example 4-4 WAAS show interface PortChannel Output (Continued)

MASTER

SLAVE



82 Chapter 4:  Network Integration and Interception

The command output for each physical interface is the same as it is without EtherChannel 
configured, with the following exceptions:

• The SLAVE flag is set, indicating that the interface is part of an EtherChannel group.

• The Ethernet address for each interface is the same, and matches the MAC address 
used by the virtual EtherChannel interface.

Using the Standby Interface Feature
When you do not require increased interface bandwidth but desire interface redundancy, 
you can use the standby interface feature. The standby interface feature configures both 
physical interfaces on the WAE in an active/standby failover pair. At any point in time, only 
one of the interfaces is active and passing traffic. The second interface, or standby interface, 
is passively waiting to take over in the event that the active interface fails. When the active 
interface fails, the standby interface takes over the active role. When the previously active 
interface recovers, it assumes the standby role. The interface with the highest priority is 
preferred as the active interface. The priority is configurable.

The standby interface feature has become a popular choice for deployments because the 
WAE can be physically connected to two different LAN switches. This prevents the failure 
of a single LAN switch or switchport from disrupting the operation of the WAE. Figure 4-3 
shows an example of a WAE connected using the standby interface feature.

Maximum Transfer Unit Size:1500
Metric:1
Packets Received: 0
Input Errors: 0
Input Packets Dropped: 0
Input Packets Overruns: 0
Input Packets Frames: 0
Packet Sent: 0
Output Errors: 0
Output Packets Dropped: 0
Output Packets Overruns: 0
Output Packets Carrier: 0
Output Queue Length:1000
Collisions: 0
Base address:0x3400
Flags:UP BROADCAST SLAVE MULTICAST 
Mode: autoselect
AST6-CCO-01#

Example 4-5 Channel Group Member Interface Output (Continued)

SLAVE
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Figure 4-3 WAE Connected Using Standby Interface Feature

The failure of the active interface in the standby group is detected using three different 
methods. The first method monitors the link state of the active interface. Line protocol is up 
when the RUNNING flag is present on the Ethernet interface. If line protocol fails on the 
active interface, the interface is marked as down.

The second method uses an ICMP ping to check availability of the default gateway configured 
on the WAE. An ICMP echo request is sent once every 10 seconds to the configured default 
gateway. If there is a response to the echo request, the interface is considered up. If there is 
no response to the echo request, five more echo requests are sent. If at least three responses 
are received, the interface is considered up. Otherwise, the interface is considered failed, 
and the interface is marked as down.

The final method available for monitoring the health of the active interface uses the interface 
error count to determine if an unacceptable number of errors have been seen on the 
interface. The error count is the absolute number of transmit and receive errors on the active 
interface. This check is disabled by default, but can be enabled using the following 
command:

errors 1-2147483647

The interface state and error counts (when configured) are checked once every 10 seconds. 
If the active link fails or the error count threshold is exceeded, the interface with the next 
highest priority is activated. When the failed interface recovers, it becomes the standby 

gigabitEthernet 1/0

gigabitEthernet 2/0

WAN
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interface for the group. The standby interface does not have a preempt capability. When a 
new interface is activated, the WAE generates a gratuitous ARP to update the MAC address 
for the shared IP on all other devices on the same subnet. This prevents devices from sending 
traffic to the shared IP address on the WAE to the MAC address of the failed WAE interface.

Standby Interface Configuration
Configuring the standby interface feature in WAAS involves the following steps:

Step 1 Create a virtual standby interface.

Step 2 Configure an IP address and subnet mask for the standby interface.

Step 3 Assign the physical interfaces to the standby group.

Example 4-6 shows a basic standby interface configuration.

You should observe the following limitations when configuring the standby interface 
feature within WAAS:

• The physical interfaces in the standby group do not require IP addresses.

• The standby interface feature does not have a preempt capability.

Each physical interface can be assigned a numeric priority between 1 and 2,147,483,647. 
The default standby priority for an interface is 100. The virtual standby interface uses 
the MAC address of the active interface. When the active interface fails and the standby 
interface takes over, the WAE generates a gratuitous ARP request to update the adjacent 
devices with the new MAC address associated with the WAE IP address.

Example 4-6 WAE Standby Interface Configuration

!
interface Standby 1
 ip address 10.88.80.130 255.255.255.128
 exit
!
interface GigabitEthernet 1/0
 standby 1 priority 105
 exit
interface GigabitEthernet 2/0
 standby 1
 exit
!
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To check the status of the standby interface, use the show interface Standby standby-
interface-number command. Example 4-7 shows the output of this command.

Each member of the standby group, as well as the status of the interface, is shown in the 
output. The current active interface is also displayed. The output for each physical interface 
is shown in Example 4-8.

Example 4-7 WAAS show interface Standby Interface Output

AST6-CCO-01# show interface Standby 1
Standby Group: 1
        IP address: 10.88.80.130, netmask: 255.255.255.128
        Member interfaces: 
                GigabitEthernet 1/0     priority: 105
                GigabitEthernet 2/0     priority: 100
        Active interface: GigabitEthernet 1/0
AST6-CCO-01#

Example 4-8 Standby Group Member Interface Output 

AST6-CCO-01# show interface gigabitEthernet 1/0
Type:Ethernet
Ethernet address:00:11:25:AB:43:32
Internet address (secondary): 10.88.80.130 Netmask: 255.255.255.128
Maximum Transfer Unit Size:1500
Metric:1
Packets Received: 819025
Input Errors: 0
Input Packets Dropped: 0
Input Packets Overruns: 0
Input Packets Frames: 0
Packet Sent: 322492
Output Errors: 0
Output Packets Dropped: 0
Output Packets Overruns: 0
Output Packets Carrier: 0
Output Queue Length:1000
Collisions: 0
Base address:0x2000
Flags:UP BROADCAST RUNNING MULTICAST 
Mode: full-duplex, 100baseTX
AST6-CCO-01#
AST6-CCO-01# show interface gigabitEthernet 2/0
Type:Ethernet
Ethernet address:00:11:25:AB:43:33
Maximum Transfer Unit Size:1500
Metric:1
Packets Received: 0
Input Errors: 0
Input Packets Dropped: 0

continues
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In this output, the only indication that the interface is a member of a standby group is the 
secondary IP address, which matches the IP address configured on the virtual standby 
interface.

Interception Techniques and Protocols
There are two approaches for leveraging the network infrastructure to intercept and redirect 
traffic to WAAS for optimization. The first method relies on interception protocols or rout-
ing configuration used by the networking components (routers and switches) to selectively 
intercept traffic and redirect it to the WAAS infrastructure. This method is referred to as 
off-path interception. The most common method for off-path network interception is the 
Web Cache Communication Protocol, or WCCPv2. 

The second method places the WAE physically inline between two network elements, most 
commonly a router and LAN switch. All traffic between the two network elements is passed 
through the WAE, which can then selectively intercept traffic for optimization. This method 
is referred to as in-path interception, because the WAE is physically placed in the data path 
between the clients and servers. 

This section discusses both off-path (WCCPv2) and in-path interception in detail. It also 
discusses other interception options for specific use cases, such as policy-based routing 
(PBR) and content switching. These additional interception options add to the flexibility 
with which WAAS can be integrated into existing network infrastructures of all sizes.

Web Cache Communication Protocol
This section does not provide an exhaustive reference for the WCCPv2 protocol. Rather, it 
provides enough information about the protocol background and concepts to enable you to 
understand the WCCPv2 implementation in Cisco WAAS. For an in-depth understanding 

Input Packets Overruns: 0
Input Packets Frames: 0
Packet Sent: 0
Output Errors: 0
Output Packets Dropped: 0
Output Packets Overruns: 0
Output Packets Carrier: 0
Output Queue Length:1000
Collisions: 0
Base address:0x3400
Flags:UP BROADCAST MULTICAST 
Mode: autoselect
AST6-CCO-01#

Example 4-8 Standby Group Member Interface Output (Continued)



Interception Techniques and Protocols     87

of the WCCPv2 protocol, you are encouraged to read the WCCPv2 protocol draft. The full 
WCCPv2 IETF draft is available online at http://www.wrec.org/Drafts/draft-wilson-wrec-
wccp-v2-00.txt.

WCCP Overview
WCCP is a transparent interception protocol first developed by Cisco Systems, Inc. in 
1997. WCCP is a control plane protocol that runs between devices running Cisco IOS and 
WCCP “clients” such as WAAS. The protocol enables the network infrastructure to 
selectively intercept traffic based on IP protocol and port numbers, and redirect that traffic 
to a WCCP client. WCCP is considered transparent, because it allows for local interception 
and redirection of traffic without any configuration changes to the clients or servers. WCCP 
has built-in load-balancing, scalability, fault-tolerance, and service assurance (fail open) 
mechanisms. Figure 4-4 shows the basic functions of WCCP.

Figure 4-4 Basic WCCP Functionality

The current version, WCCPv2, is used by Cisco WAAS to transparently intercept and 
redirect all TCP traffic, regardless of port. The following section describes the basic 
WCCPv2 concepts and how they are specifically used by Cisco WAAS.

Service Groups
The routers and WAEs participating in the same service constitute a service group. A ser-
vice group defines a set of characteristics about what types of traffic should be intercepted, 
as well as how the intercepted traffic should be handled. There are two types of service 
groups:

• Well-known services

• Dynamic services

WAN

WAE

WCCP transparently intercepts
traffic and redirects it to a WAE.

http://www.wrec.org/Drafts/draft-wilson-wrec-wccp-v2-00.txt
http://www.wrec.org/Drafts/draft-wilson-wrec-wccp-v2-00.txt
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Well-known services, also referred to as static services, have a fixed set of characteristics 
that are known by both IOS and WCCPv2 client devices. There is currently a single well-
known service called web-cache. This service redirects all TCP traffic with a destination 
port of 80. The characteristics of a dynamic service are initially only known to the WCCPv2 
clients within the service group. The characteristics of the service group are communicated 
to the IOS devices by the first WCCPv2 client device to join the service group.

A unique service ID identifies service groups, which is a number from 0 to 255. Service IDs 
0 to 50 are reserved for well-known services.

The WCCPv2 implementation in WAAS supports a single dynamic WCCPv2 service, 
the tcp-promiscuous service. Although referred to in WAAS as a single service, the tcp-
promiscuous service is in fact two different services. The two service IDs enabled with the 
tcp-promiscuous service are 61 and 62. These are the two service group IDs that are con-
figured in IOS when using WCCPv2 with WAAS. Two different service groups are used 
because both directions (client-to-server and server-to-client) of a TCP connection must be 
transparently intercepted. To optimize a connection, WAAS must see both directions of the 
connection on the same WAE. Not only does WAAS intercept the connection in both direc-
tions, but it also intercepts the connection on both sides of the WAN link. Because the packet 
Layer 3 and Layer 4 headers are preserved, transparent interception is used on both sides 
of the WAN in both directions to redirect connections to the WAAS infrastructure for 
optimization. Figure 4-5 shows a basic topology with WCCPv2 interception configured 
for WAAS.

Figure 4-5 Basic Network Topology with WCCP

What is the difference between services 61 and 62? You can view the service attributes 
using CLI commands in both WAAS and IOS. Example 4-9 shows the attributes of services 
61 and 62 using the IOS CLI.

WAN

WAE WAE

Intercepts client request.

Intercepts server response.
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A description of each value is provided in Table 4-2.

Example 4-9 WCCP Service Group Attributes 

AST6-RTR-02# show ip wccp 61 service
WCCP service information definition:
        Type:          Dynamic
        Id:            61
        Priority:      34
        Protocol:      6
        Options:       0x00000501
        --------
            Hash:      SrcIP 
            Alt Hash:  SrcIP SrcPort 
            Ports:     -none-

AST6-RTR-02#
AST6-RTR-02# show ip wccp 62 service
WCCP service information definition:
        Type:          Dynamic
        Id:            62
        Priority:      34
        Protocol:      6
        Options:       0x00000502
        --------
            Hash:      DstIP 
            Alt Hash:  SrcIP SrcPort 
            Ports:     -none-

AST6-RTR-02#

Table 4-2 WCCP Service Group Attributes

Value Description

Type Well-known or dynamic service.

Id The numeric service ID for the group.

Priority The priority for the service group. When multiple service groups are 
configured on the same interface in the same direction, they are evaluated in 
descending priority order.

Protocol The IP protocol number defined by the service group.

Options Flags field indicating further service characteristics.

Hash The value(s) in the redirected packet used as the hash key.

Alternate Hash The value(s) in the redirected packet used as the alternate hash key.

Ports The Layer 4 port numbers defined by the service group.
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The command output shows that the only difference between services 61 and 62 is the value 
from the packet used as the hash key. By default, service group 61 hashes on the source 
IP address and service group 62 hashes on the destination IP address. Later, this chapter 
discusses the significance of the hash key used in each service group. By default, the spoof-
client-ip feature is enabled for both services. This is the WCCPv2 feature that allows WAAS 
to handle optimized traffic transparently. Traffic forwarded to the WAE uses the same 
source and destination IP addresses and TCP ports as when it entered the WAE.

The tcp-promiscuous services define TCP as the protocol and do not define any ports. By 
not defining any ports as part of the service groups, this causes interception and redirection 
of all TCP traffic. When traffic passes through an interface in the IOS device with WCCPv2 
redirection configured, it is evaluated against the protocol and port combination defined by 
the service to determine whether or not the packet should be redirected. By default this is 
the only criteria that is used to determine whether or not a packet is redirected. It is important 
to note that the IOS WCCPv2 implementation is not stateful. This means that IOS WCCPv2 
is only dealing with redirected traffic on a packet-by-packet basis. It does not keep track of 
TCP connection state for redirected traffic. On the other hand, the WCCPv2 implementation 
in WAAS is stateful. WAAS tracks each connection as a flow throughout the life of the 
connection.

Forwarding and Return Methods
WCCPv2 supports different methods for forwarding redirected traffic to a WAE, and for the 
WAE to return traffic to the router for forwarding. These methods are referred to as the 
forwarding and return methods and are negotiated between IOS and the WAE when a WAE 
joins the service group.

The forwarding method defines how traffic that is being redirected from IOS to the WAE is 
transmitted across the network. The first method, GRE forwarding, encapsulates the original 
packet in an IP GRE header with the destination IP address set to the target WAE and the 
source IP address set to the WCCPv2 router ID of the redirecting router. When the WAE 
receives the GRE-encapsulated packet, the GRE header is removed, and the packet is 
processed. Figure 4-6 shows an example of GRE forwarding.

The second forwarding method, L2 forwarding, simply rewrites the destination MAC 
address of the packet being redirected to equal the MAC address of the target WAE. This 
forwarding method assumes that the WAE is Layer 2 adjacent to the redirecting router. L2 
forwarding was originally developed for the WCCPv2 implementation on hardware-based 
platforms, such as the Catalyst 6500. Figure 4-7 shows an example of L2 forwarding.
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Figure 4-6 WCCP Redirection Using GRE Forwarding

Figure 4-7 WCCP Redirection Using L2 Forwarding

One of the benefits of L2 forwarding is that it allows for the WCCPv2 redirection to occur 
in hardware on Cisco Catalyst Series switches. In fact, on the Catalyst 3560/3750 and 4500/
4948 series switches, the only forwarding method supported by WCCPv2 is L2 forwarding. 
Additional information about the configuration requirements for deploying WCCPv2 on 
Cisco Catalyst switches is provided in the “WCCP Configuration” section.
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The return method defines how traffic should be returned from the WAE to the redirecting 
router for normal forwarding. Like the forwarding method, there are two different return 
methods:

• GRE return: Egress traffic from the WAE using GRE return are encapsulated using 
IP GRE, with a destination IP address of the WCCPv2 router ID and a source IP 
address of the WAE itself. When the WCCPv2-enabled router receives the returned 
packet, the IP GRE header is removed and the packet is forwarded normally. WCCPv2 
in IOS knows not to re-intercept traffic returned to it using GRE return.

• L2 return: The L2 return method returns traffic to the WCCPv2-enabled router by 
rewriting the destination MAC address of the packet to equal the MAC address of the 
WCCPv2-enabled router.

Load Distribution
When multiple WAEs exist in a service group, WCCPv2 automatically distributes redirected 
traffic across all WAEs in the service group. When traffic passes through an IOS device with 
WCCPv2 redirection configured, the IOS device assigns traffic for that connection to a 
bucket. Each bucket is assigned to a specific WAE. The method that determines to which 
bucket traffic is assigned, which determines how traffic is distributed across multiple WAEs 
within a service group, is called the assignment method. The bucket assignments are com-
municated from the lead WAE to all of the IOS devices in the service group. The assignment 
method can use either a hashing or masking scheme, and is negotiated between IOS and 
WAE during the formation of the service group.

Hash assignment, which is the default assignment method, performs a bitwise hash on a key 
identified as part of the service group. In WAAS, the hash key used for service group 61 is 
the source IP address, while the hash key used for service group 62 is the destination IP 
address. The hash is not configurable, and is deterministic in nature. This means that all 
of the routers within the same service group will make the same load-balancing decision 
given the same hash key. This deterministic behavior is what allows WCCPv2 to support 
asymmetric traffic flows, so long as both directions of the flow pass through WCCPv2-
enabled IOS devices in the same service group. Hash assignment uses 256 buckets. 
Figure 4-8 shows an example of the hash assignment method and bucket-based distribution 
model used by WCCPv2.

The second assignment method is called mask assignment. With mask assignment, the 
source IP address, destination IP address, source port, and destination port are concatenated 
and ANDed with a 96-bit mask to yield a value. The resulting 96-bit value is compared to 
a list of mask/value pairs. Each mask/value pair is associated with a bucket, and each bucket 
is in turn assigned to a WAE. Unlike hash assignment, the number of buckets used with 
mask assignment depends on the number of bits used in the mask. By default, WAAS uses 
a mask of 0x1741. This results in 26 buckets that can be assigned across the WAEs in a 
service group. With current Catalyst WCCPv2 implementations, up to 7 bits can be defined 
for the mask. Figure 4-9 shows an example of the mask assignment method and bucket-
based distribution model used by WCCPv2.
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Figure 4-8 WCCP Redirection Using Hash Assignment

Figure 4-9 WCCP Redirection Using Mask Assignment
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Failure Detection
Once a WAE has successfully joined a service group, a periodic keepalive packet is sent 
every 10 seconds from the WAE to each router in the service group. The keepalive mechanism 
occurs independently for each configured service group. If a router in the service group has 
not received a keepalive packet from the WAE in 25 seconds, the router unicasts a Removal 
Query message to that WAE requesting that it immediately respond. If no response is received 
within 5 seconds, for a total of 30 seconds since the last keepalive message from the WAE, 
the WAE is considered offline and is removed from the service group. Figure 4-10 illustrates 
this behavior.

Figure 4-10 WCCP Keepalive Timeout

When the WAE is removed from the service group, it is reflected in the Router View 
advertised from each router in the service group. When the lead WAE determines that a 
WAE has been removed from the service group, it generates a Redirect Assignment message 
to each router in the service group. The Redirect Assignment message instructs the routers 
how to reallocate the buckets across the remaining WAEs in the service group. The length 
of time required to calculate the new assignments might very depending upon when the 
group of WAEs becomes stable. The WAE waits a minimum of 9 seconds. The maximum 
length of time depends on when the IOS device sends an update message without any 
changes indicated, typically between 19 and 39 seconds.
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Flow Protection
When a WAE (re)joins the service group, a new Redirect Assignment message is generated 
by the lead WAE. When the new WAE begins receiving redirected traffic from the routers 
in the service group, it does one of two things, depending on whether or not the redirected 
traffic is for a new connection or part of an existing connection. Traffic associated with 
newly established connections is evaluated against the Application Traffic Policy (ATP) and 
processed normally by the WAE. Traffic associated with existing connections is forwarded 
directly to the WAE that previously owned the bucket for that connection. This WCCPv2 
mechanism is called flow protection and is enabled by default. Flow protection allows for 
existing connections to continue to be optimized even when the traffic assignments for the 
WAEs in a service group change.

Graceful Shutdown
After the no wccp ver 2 command is issued, WCCPv2 checks whether any connections are 
being served by the WAE. If zero connections are being served, the shutdown is immediately 
carried out. If there are more than zero connections being served, WCCPv2 waits for the 
user-configured wccp shutdown max-wait XX time.

During this time, if the connection count goes down to zero, shutdown is immediately done. 
At the end of the max-wait time, if the connection count has decreased but is still non-zero, 
the shutdown count waits another 60 seconds, in the hope that if the connection count has 
decreased other connections may complete too. At the end of the max-wait time, if the 
connection count has not decreased, shutdown is immediately done. During the 60-second 
incremental wait, if the connection count becomes zero, shutdown is done. At the end of the 
60-second incremental wait, if the connection count has not reduced, the shutdown is done. 
At the end of the 60-second incremental wait, if the count has further reduced but is still 
non-zero, another 60-second incremental wait is done.

Unless the user interrupts the wait period, the code waits first for the configured length of 
time. If it thinks that connections are reducing, it waits a little longer in the hope that more 
connections can be completed. However, if it realizes that the connection count has not 
decreased, it discontinues waiting and shuts down.

Scalability
With WCCPv2, each service group can support up to 32 routers and 32 WAEs. This means 
that a single service group can support N × 32 concurrent optimized TCP connections, 
where N is the number of concurrent optimized TCP connections supported by the largest 
WAE model. Each WAE in the service group is manually configured with the IP address of 
each router in the service group. The WAE then uses unicast packets to exchange WCCPv2 
messages with each router. It is not required that the routers in the service are manually 
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configured with the IP address of each WAE in the service group. Each router listens 
passively for WCCPv2 messages from the WAEs in the service group and responds only as 
a result of receiving those messages.

The WAE in the service group with the lowest IP address is elected as the “lead” WAE. The 
lead WAE is responsible for communicating the list, or view, of the routers in the service 
group to the service group routers. The lead WAE is also responsible for informing the 
routers how traffic should be distributed across WAEs in the service group. Upon receiving 
the view of the routers in the service group from the lead WAE, each router responds 
individually with a Router View. The Router View contains a list of each WAE that the 
router is currently communicating with. What is implied is that the routers in the service 
group do not communicate directly with each other; they learn about each other through 
the Router View advertised by the WAE. Likewise, the WAEs in a service group do not 
communicate directly with each; they learn about each other from the WAE View advertised 
by the routers.

Redirect Lists
For deployments where you may want to limit redirection to specific types of traffic, you 
can use a WCCPv2 redirect list. A WCCPv2 redirect list is a standard or extended IOS 
access list that is associated with a WCCPv2 service. Traffic passing through an interface 
on the router with WCCPv2 redirection configured must match not only the protocol/port 
specified as part of the service group, but also a permit entry in the redirect list. Packets that 
match the service group protocol/port criteria but do not match a permit entry in the redirect 
list are forwarded normally. Example 4-10 demonstrates the use of a WCCPv2 redirect list.

In this example, TCP traffic sourced from or destined to subnet 10.10.10.0/24 will be 
intercepted and redirected by WCCPv2. Another option is to use a redirect list to specify a 
subset of TCP ports for redirection. Example 4-11 shows how this could be done.

Example 4-10 WCCP Redirection Using a Redirect List

!
access-list 100 permit ip 10.10.10.0 0.0.0.255 any
access-list 100 permit ip any 10.0.0.0 0.0.0.255
access-list 100 deny ip any any
!
ip wccp 61 redirect-list 100
ip wccp 62 redirect-list 100
!
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This example uses a redirect list to allow WCCPv2 to intercept and redirect SMTP traffic 
only on port 25.

Service Group Placement
The placement of service groups 61 and 62 should not be overlooked in your deployment. 
The placement refers to which IOS interfaces are configured with service group 61 and 
which interfaces are configured with service group 62. In most environments, service 
group 61 should be configured on the client-facing interfaces. For example, when deploying 
WCCPv2 on a remote-office WAN router, service group 61 is configured to intercept a 
client request. Configuring group 61 inbound on the router’s LAN interface or outbound on 
the router’s WAN interface accomplishes this. Figure 4-11 shows an example of configuring 
service group 61 inbound on the router’s LAN interface.

Figure 4-11 WCCP Service Group 61 Placement

Example 4-11 WCCP Redirect List Using Application Ports

!
access-list 101 permit tcp any any eq 25
access-list 101 permit tcp any eq 25 any
access-list 101 deny ip any any
!
ip wccp 61 redirect-list 101
ip wccp 62 redirect-list 101
!

WAN

!
interface FastEthernet0/0.201
encapsulation dot1Q 201
ip address 10.88.81.17 255.255.255.240
ip wccp 61 redirect in

!

WAE
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For the reverse direction of the connection, service group 62 is used. Service group 62 will 
be configured in the opposite direction of service group 61. Using the same example shown 
in Figure 4-11, Figure 4-12 shows service group 62 configured inbound on the router’s 
WAN interface. The following figure shows the complete placement and configuration 
using both service groups.

Figure 4-12 WCCP Service Group 61 and 62 Placement

WCCP Configuration
This section provides a basic overview of configuring WCCPv2 within both IOS and 
WAAS. Detailed WCCPv2 configurations specific to various design options are presented 
in Chapters 5 and 6.

There are three primary steps involved when configuring WCCPv2 in WAAS. First, you 
must define which routers the WAE will establish WCCPv2 communication with. WCCPv2 
can be configured to use either unicast or multicast for communication. Unicast is the most 
commonly deployed configuration. For unicast communication, you must define the IP 
address of each router in the service group that the WAE will communicate with. This is 
done using a router list. A router list is configured using the following syntax:

wccp router-list 1-4 ip_addr...

WAN

!
interface FastEthernet0/0.201
encapsulation dot1Q 201
ip address 10.88.81.17 255.255.255.240
ip wccp 61 redirect in

!

WAE

!
interface Serial0/0.100
bandwidth 1544
ip address 10.88.81.242 255.255.255.240
ip wccp 62 redirect in
frame-relay interface-dlci 100

!
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Example 4-12 shows a basic WCCP router list configuration.

Up to six IP addresses may be defined per line. For deployments where there are more than 
six routers in the service group, additional router IP addresses can be defined by configuring 
a second line using the same router list number. Example 4-13 shows a WCCPv2 router list 
configured with ten IP addresses.

CAUTION Do not use virtual IP (VIP) addresses, such as an HSRP virtual IP address, in the WCCPv2 
router list. The router list should contain only interface IP addresses. When the WAE is L2 
adjacent to the WCCP-enabled router(s), the IP address(es) used in the WCCP router list 
should be the directly connected interface IP addresses. In cases where the WAE is not L2 
adjacent to the WCCP-enabled router(s) (that is, the WAE is multiple L3 hops away from 
the WCCP-enabled router or routers), a loopback interface IP address should be used in the 
router list configuration. Using a loopback interface IP address improves the reliability of 
the WCCP service group, because the loopback interface IP address is not tied to the 
availability of any single physical interface.

For the second step, the WCCPv2 tcp-promiscuous service is configured and associated 
with the router list created in the first step. The following command syntax is used:

wccp tcp-promiscuous router-list-num 1

The final configuration step is to enable WCCPv2 using the command wccp version 2. This 
command starts the WCCPv2 negotiation with any IOS devices configured in the router list. 
Example 4-14 shows a complete WCCPv2 configuration in Cisco WAAS.

Example 4-12 WAAS WCCP Router List Configuration

wccp router-list 1 10.10.10.1

Example 4-13 WCCP Router List Using Multiple IP Addresses

wccp router-list 1 10.10.10.1 10.10.10.2 10.10.10.3 10.10.10.4 10.10.10.5 

10.10.10.10.6

wccp router-list 1 10.10.10.7 10.10.10.8 10.10.10.9 10.10.10.10

Example 4-14 Complete WAAS WCCP Configuration

!
wccp router-list 1 10.10.20.1
wccp tcp-promiscuous router-list-num 1
wccp version 2
!
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The IOS WCCPv2 configuration involves two steps. First, the WCCPv2 services are 
configured in global configuration mode. The WCCPv2 services in IOS are configured 
using the numeric service ID, as opposed to the service name used on the WAAS 
configuration. Example 4-15 shows the tcp-promiscuous services configured in IOS.

The second step involves configuring WCCPv2 redirection on each interface through which 
client and server data passes. Unless you are using the WCCPv2 negotiated return egress 
method discussed later in this chapter, WCCPv2 redirection should never be configured on 
the interface connecting to the WAE. Interception is configured in either the inbound or 
outbound direction. When using outbound redirection, the ip wccp redirect exclude in
command must be configured in the interface connecting to the WAE. This prevents traffic 
coming into the WCCPv2 server (router) from being re-intercepted, which would cause a 
redirection loop. Example 4-16 demonstrates a complete IOS WCCPv2 configuration, 
including the use of the ip wccp redirect exclude in command.

Example 4-15 Cisco IOS WCCP Global Configuration

!
ip wccp 61
ip wccp 62
!

Example 4-16 Complete Cisco IOS WCCP Configuration 

!
ip wccp 61
ip wccp 62
!
ip cef
!
interface Serial0/0
 bandwidth 1536 
 no ip address
 encapsulation frame-relay
!
interface Serial0/0.100
 ip add 10.88.80.18 255.255.255.252
 ip wccp 61 redirect out
 ip wccp 62 redirect in
 frame-relay interface-dlci 100
!
interface GigabitEthernet0/0
 no ip address
 duplex auto
 speed auto
!
interface GigabitEthernet0/0.1
 description ** Branch Client VLAN **
 encapsulation dot1q 10
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Note that the ip wccp redirect exclude in command is configured on the subinterface 
connecting to the WAE. This is required because outbound redirection is used on the serial 
interface connecting to the WAN. An alternative configuration is shown in Example 4-17.

 ip address 10.10.10.1 255.255.255.0
!
interface GigabitEthernet0/0.20
 description ** Branch WAE VLAN **
 ip address 10.10.20.1 255.255.255.0
 ip wccp redirect exclude in
!
end

Example 4-17 Cisco IOS WCCP Configuration Using Inbound Redirection

!
ip wccp 61
ip wccp 62
!
ip cef
!
interface Serial0/0
 bandwidth 1536 
 no ip address
 encapsulation frame-relay
!
interface Serial0/0.100
 ip add 10.88.80.18 255.255.255.252
 ip wccp 62 redirect in
 frame-relay interface-dlci 100
!
interface GigabitEthernet0/0
 no ip address
 duplex auto
 speed auto
!
interface GigabitEthernet0/0.1
 description ** Branch Client VLAN **
 encapsulation dot1q 10
 ip address 10.10.10.1 255.255.255.0
 ip wccp 61 redirect in
!
interface GigabitEthernet0/0.20
 description ** Branch WAE VLAN **
 ip address 10.10.20.1 255.255.255.0
!
end

Example 4-16 Complete Cisco IOS WCCP Configuration (Continued)
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This example uses inbound redirection on the interface connecting to the client subnet and 
the serial interface connecting to the WAN. Because outbound redirection is not used, the 
ip wccp redirect exclude in command is not required on the interface connecting to the WAE.

Hardware-Based Platforms
In addition to running WCCPv2 on software-based IOS platforms such as the Cisco 
Integrated Services Router (ISR), WCCPv2 is supported on Cisco Catalyst Series switches. 
At the time of this writing, the Cisco Catalyst Series switches listed in Table 4-3 support 
WCCPv2 for use with Cisco WAAS.

With the exception of the Catalyst 6500 with a Sup720, the hardware-based platforms 
require L2 forwarding and mask assignment for all of the redirection to happen in 
hardware. The Sup720 is capable of performing GRE forwarding in hardware, but still 
requires mask assignment for hardware acceleration. In addition to the requirements for 
forwarding and assignment methods, only inbound WCCPv2 redirection should be used on 
hardware-based platforms. In fact, the Catalyst 3560/3750 and 4500/4900 only support 
inbound redirection. While it is possible to configure outbound redirection on the Catalyst 
6500 platform, it is not recommended because it causes the first packet for every redirected 
connection to be processed in software by the MSFC. Likewise, using the ip wccp redirect 
exclude in command on a Catalyst 6500 causes the first packet for every flow entering 
the interface to be processed by the MSFC and switched in software. However, because 
inbound redirection is the recommendation for hardware-based platforms, this command is 
not required.

The following configuration guidelines should be followed to ensure WCCPv2 redirection 
on hardware-based platforms is handled completely in hardware:

• Use L2 forwarding instead of GRE forwarding.

• Always use mask assignment.

• Only use inbound redirection.

• Do not use the ip wccp redirect exclude in command.

Table 4-3 Cisco Catalyst Platforms Supporting WCCPv2 with WAAS

Catalyst 3560/3750

Catalyst 4500/4900

Catalyst 6500, Sup2

Catalyst 6500, Sup32

Catalyst 6500, Sup720
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The L2 forwarding and mask assignment options are configured as part of the service 
definition in WAAS. These capabilities are advertised to the WCCPv2-enabled IOS devices 
when a WAE first joins the service group. Example 4-18 demonstrates the WAAS WCCPv2 
configuration with the L2 forwarding and mask assignment options.

Unlike the hash algorithm used with hash assignment, the mask used for mask assignment 
is configurable. As mentioned previously in this chapter, the default mask used by WAAS 
is 0x1741. The default mask is applied to the source IP address for service group 61 and is 
applied to the destination IP address for service group 62. Depending on the IP addressing 
used in your environment, you may want to change the default mask to provide for better 
load distribution among the WAEs in a service group. The default mask is changed on the 
WAE using the following command syntax:

wccp tcp-promiscuous mask src-ip-mask 0-4261412864

The configured mask is applied to service group 61. Service group 62 mirrors the 
configuration and cannot be configured separately. Example 4-19 shows using a non-
default mask with WCCPv2.

Policy-Based Routing
Policy-based routing (PBR) provides another alternative for transparent interception with 
WAAS, although it is less commonly deployed than WCCPv2 and inline interception. PBR 
can be used in situations where customers are unable to run WCCPv2 or inline interception. 
PBR can also be used in conjunction with a content switch, such as the Cisco Application 
Control Engine (ACE), to provide transparent interception and load balancing for large-
scale data center deployments. Deployment examples using PBR for transparent 
interception are provided in Chapters 5 and 6.

Example 4-18 WCCP Configuration Using L2 Forwarding and Mask Assignment

!
wccp router-list 1 10.10.20.1
wccp tcp-promiscuous router-list-num 1 l2-redirect mask-assign
wccp version 2
!

Example 4-19 Custom WCCP Mask

!
wccp router-list 1 10.10.20.1
wccp tcp-promiscuous mask src-ip-mask 0xf
wccp tcp-promiscuous router-list-num 1 l2-redirect mask-assign
wccp version 2
!

l2-redirect mask-assign
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PBR functions in a similar manner to WCCPv2, in that a router/switch running Cisco IOS 
is configured to intercept interesting traffic and redirect it to a WAE. Unlike WCCPv2, no 
configuration is required on the WAE to support interception using PBR. The following 
configuration steps are required for a basic PBR configuration:

Step 1 Create an access list to define interesting traffic for redirection.

Step 2 Create a route map that matches the ACL created in Step 1 and sets an IP 
next-hop address of the target WAE.

Step 3 Apply the route map to interfaces through which client and server traffic 
traverses.

Example 4-20 demonstrates a basic PBR configuration used for redirecting all TCP traffic 
to a single WAE.

Example 4-20 PBR Configuration 

!
ip cef
!
access-list 199 permit tcp any any
!
route-map WAAS-INTERCEPT 10
 match ip address 199
 set ip next-hop 10.10.20.5
!
interface Serial0/0
 bandwidth 1536 
 no ip address
 encapsulation frame-relay
!
interface Serial0/0.100
 ip add 10.88.80.18 255.255.255.252
 ip policy route-map WAAS-INTERCEPT
 frame-relay interface-dlci 100
!
interface GigabitEthernet0/0
 no ip address
 duplex auto
 speed auto
!
interface GigabitEthernet0/0.1
 description ** Branch Client VLAN **
 encapsulation dot1q 10
 ip address 10.10.10.1 255.255.255.0
 ip policy route-map WAAS-INTERCEPT
!
interface GigabitEthernet0/0.20
 description ** Branch WAE VLAN **
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Because PBR evaluates only traffic entering an interface, the route map entries are configured 
on both the client and server-facing interfaces. This is the equivalent of using only inbound 
redirection with WCCPv2. The set ip next-hop command in the route map is configured 
with the IP address of the WAE. By default, PBR does not validate to availability of the IP 
address specified as the next-hop address. As long as the next-hop address exists in the 
routing table, the route map entry will be applied. On software-based platforms (ISR, and 
so forth), Cisco Service Assurance Agent (SAA) can be used to track the availability of the 
next-hop IP address. If the next-hop address becomes unreachable, traffic matching the 
route map entry is forwarded normally using the routing table. However, this capability 
does not currently exist on hardware-based platforms.

Other difference between WCCPv2 and PBR is that PBR does not perform automatic 
load distribution and failover when multiple WAEs exist. The first next hop IP address 
configured in the route map is used until it becomes unavailable. Only at that point is traffic 
redirected to a secondary next hop IP address in the route map. Chapters 5 and 6 provide 
examples of PBR deployments that include next hop availability tracking using SAA and 
load distribution among multiple WAEs.

Inline Interception
An alternative to the various off-path interception mechanisms is to place the WAE 
physically inline between two network elements, such as a WAN access router and local-
area network (LAN) switch. Figure 4-13 shows a basic topology with the WAE deployed 
physically inline.

Figure 4-13 WAE Physical In-Path Deployment

 ip address 10.10.20.1 255.255.255.0
!
end

Example 4-20 PBR Configuration (Continued)

inlinePort 1/0/wan

inlinePort 1/0/lan

WAN
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Physical inline interception is an attractive option for situations where it is not possible or 
ideal to run WCCPv2. It is also possible that the networking equipment at a site is provided 
and managed by a managed service provider (MSP). The MSP may not be able to configure 
or support a WCCPv2 solution on the managed devices.

To support physical inline interception, the WAE requires a separate inline module. The 
inline module is a 4-port, fail-to-wire NIC that supports two separate inline groups. Each 
inline group has a synchronous pair of inline ports that interconnect two network elements. 
Traffic entering one inline port is optimized by WAAS (when applicable) and switched out 
the opposite inline port in the same group. The inline group functions like a transparent 
Layer 2 bridge. 

By providing two inline groups on a single module, the WAE can support designs where 
multiple paths out of a site exist for redundancy and load sharing. Each unique path is 
connected to the WAE through a separate inline group. Figure 4-14 shows a sample remote 
site topology with multiple WAN routers and a single WAE deployed with inline interception.

Figure 4-14 Physical In-Path Deployment Using Multiple Routers

As the arrows in Figure 4-14 indicate, traffic can enter or leave the site through either router. 
Even though the same flow enters the site through one inline group and exits the site through 
another inline group, the connection will still be optimized. The optimized connection state 
is not tied to a physical interface, but is tracked for the WAE as a whole independent of the 
interfaces traversed by the traffic.

Each inline group functions in one of two operating modes:

• Intercept operating mode: Traffic entering the inline group is evaluated against the 
Application Traffic Policy (ATP) for optimization.

• Bypass operating mode: All traffic entering the inline group is bridged without any 
optimization.

The bypass operating mode is designed to allow the WAE to continue passing traffic if the 
WAE looses power. A keepalive mechanism between the network drivers and the inline 
module is used to determine if the WAE is functioning properly and can optimize 
connections.

WAN
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The keepalive frequency is configurable between 1 and 10 seconds. The default failover 
timer is set to 3 seconds. The transition between intercept operating mode and bypass 
operating mode does cause a momentary loss of line protocol. If one or more of the inline 
ports are connected to a LAN switch, this transition in interface state can cause the Spanning 
Tree Protocol (STP) recalculation. To prevent the STP calculation from interrupting traffic 
forwarding, the switchport connected to the inline module on the WAE should have the STP 
PortFast feature enabled. Failure of a single inline port in the group is propagated to the 
other port in the group. For example, if the LAN0 port in InlineGroup 1/0 goes down, the 
WAE will take down line protocol on the WAN0 port in the same inline group. This prop-
agation of interface state between the ports in the same inline group prevents situations 
where adjacent devices connected to an operational InlinePort believe the network path to be 
online and usable, when in reality the connection on the other side of the WAE is unavailable.

When a WAE is deployed physically inline, all traffic between the two network elements 
will be seen by the WAE. Non-TCP traffic is bridged through the inline module without 
modification. In addition, packets associated with a connection that was first seen on the 
opposite inline port in a group are bridged. This type of traffic flow is common when a WAE 
is deployed inline on a trunk between a router and LAN switch. If the router is providing 
routing for traffic going between VLANs locally, it is possible for traffic to traverse the 
inline module twice. Figure 4-15 shows an example of this type of traffic flow.

Figure 4-15 Physical In-Path Deployment with One-Armed Routing

The inline module also supports 802.1Q trunk connections between the two network 
elements. An added benefit to using the inline module is the ability to define which VLANs 
are evaluated for interception. Traffic that is received by the inline module tagged with a 

802.1q Trunk

WAN
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VLAN ID that is excluded from interception will be bridged without any optimization. This 
capability is supported only for tagged VLANs. Traffic received by the inline module on 
untagged VLANs will be intercepted and evaluated against the ATP for optimization and 
acceleration. By default, TCP traffic received on all VLANs is intercepted and evaluated 
against the ATP. VLANs can be excluded or included for interception using the following 
commands:

no inline vlan all

inline vlan 100

Example 4-21 shows the resulting InlineGroup configuration.

There are different sequences of the inline CLI command that will result in the same VLAN 
filter being applied. For example,

inline vlan all

no inline vlan 100

results in all VLANs except for 100 being intercepted. But so does the following:

inline vlan native

inline vlan 0-4095

no inline vlan 100-110

inline vlan 101-200

In terms of VLAN assignment, the most permissive command takes precedence. If the 
inline group is already configured with inline vlan all, then you need to selectively remove 
VLANs from interception or remove all VLANs and selectively add individual VLANs 
back for interception.

When an inline group is in bypass operating mode, a physical cross-connect is enabled 
between the two ports in the inline group. This behavior essentially creates a crossover 
cable between the two network elements. In cases where the two network elements are 
unable to communicate using a crossover cable, line protocol will not be restored when the 
inline group is in bypass operating mode. This is generally a nonissue when the switchport 
that the LAN InlinePort is connected to supports automatic medium-dependent interface 
crossover (MDIX). MDIX allows the switchport to automatically detect the pinouts of the 
cables used to connect two devices. In cases where the switchport does not support this 
capability, the cabling guidelines outlined in Table 4-4 should be followed.

Example 4-21 WAE InlineGroup Configuration

!
interface InlineGroup 1/0
 inline vlan all
 no inline vlan native,0-99,101-4095
 exit
!
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Content Switching
Content switching is the final interception mechanism discussed in this chapter. Content 
switches have traditionally provided load-balancing services for servers, firewalls, and 
content caches. Within the context of WAAS, content switching provides dedicated 
hardware for intercepting and load balancing connections across a farm of WAEs. Using 
content switches for transparent interception with WAAS is useful for large data center 
deployments, complex topologies, and integration with other advanced features such as 
application protocol optimization and SSL-offload. In addition, customers with existing 
content switching deployments can leverage their experience and investments in content 
switches for transparent interception with WAAS. The Application Control Engine is the 
Cisco content switch that will be discussed in this section. Deployment and configuration 
examples for integrating ACE with Cisco WAAS are provided in Chapter 6.

Application Control Engine
The Cisco Application Control Engine (ACE) module is a service module for the Cisco 
Catalyst 6500 series switches and Catalyst 7600 series routers. ACE provides intelligent 
load balancing and security services for enterprise applications and network devices. ACE 
can be used in a large-scale data center environment to transparently intercept and load 
balance connections for WAAS. The following are some of the key performance 
characteristics of Cisco ACE:

• Up to 16 Gbps of throughput and 345,000 connections per second per module

• Up to 4 million concurrent connections

Table 4-4 WAE Inline Module Cabling Guidelines

Connection Required Cable

Switch to switch (no WAE) Crossover

Switch to router (no WAE) Straight-through

Router to router (no WAE) Crossover

Switch to WAE Straight-through

WAE to switch Crossover

Switch to WAE Straight-through

WAE to switch Straight-through

Router to WAE Straight-through

WAE to router Straight-through

WAE to WAE Crossover
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• Support for up to 250 virtual partitions, allowing customers to create virtual ACE 
modules using a single hardware module

• Up to 16,000 real servers, which when used with Cisco WAAS provides nearly infinite 
scalability

• High availability and scalability by using up to four ACE modules in the same 
Catalyst 6500 chassis or across multiple chassis

There are two common deployment models for integrating ACE into the network 
infrastructure: bridge mode and routed mode.

In bridge mode, ACE is used to merge two VLANs together. In order for traffic to pass 
between the two VLANs, it must pass through the ACE module. As traffic passes through 
the ACE module, it is evaluated against the configured service policies to determine whether 
or not it should be acted upon. The IP subnet used on the bridged VLAN is the same. 
Figure 4-16 shows an ACE module deployed using bridge mode.

Figure 4-16 ACE Deployed Using Bridge Mode

The WAN-facing VLAN in Figure 4-16 is referred to as the client-side VLAN. The VLAN 
facing the data center resources is referred to as the server-side VLAN. As traffic enters the 
client-side VLAN, it is evaluated against the configured service policy. Traffic matching the 
service policy is redirected to a WAE, which has a dedicated VLAN interface configured on 
the ACE module. Traffic egressing the WAE comes back into the ACE module, where it is 
switched out the server-side VLAN toward the origin server.

In contrast to bridge mode, deploying ACE in routed mode allows for traffic to be routed 
between two different IP subnets. Using this deployment model, the client and server-side 
VLANs are on different IP subnets. Because the ACE module is a Layer 3 hop, traffic must 
be directed to the ACE module through the routing configuration of the hosts or network 
infrastructure. Figure 4-17 shows an ACE module deployed using routed mode.

WAN
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10.10.10.0/24

Server Default Gateway

VLAN 20
10.10.10.0/24

Cisco ACE



Egress Methods for Intercepted Connections     111

Figure 4-17 ACE Deployed Using Routed Mode

ACE is typically deployed in conjunction with WAAS using transparent, or directed, mode. 
This means that the ACE module does not perform any Network Address Translation (NAT) 
of traffic passing through it.

Egress Methods for Intercepted Connections
Cisco WAAS provides several options for handling egress traffic received on intercepted 
connections. These options allow for flexibility when determining where to integrate 
WAAS into the existing network infrastructure, and help preserve the original path 
selection for traffic flows. These deployment options, referred to as the egress methods 
for intercepted connections (EMIC), are discussed in detail in this section.

The first EMIC available in Cisco WAAS is IP forwarding. Egress traffic received on 
intercepted connections is forwarded based on the configuration of the local WAE routing 
table, which typically means that traffic is forwarded to the configured default gateway. In 
addition to supporting a single default gateway, WAAS supports up to 1024 static routes. 
Static routes are configured with a next hop IP address of a directly connected interface; 
recursive next hop IP addresses are not supported. Although it is possible to configure 
multiple static routes for the same destination, there is no support for equal-cost multipath 
(ECMP). Only a single route will be installed in the routing table at a time. It should be 
noted that traffic originating from the WAE itself will also use IP forwarding, regardless of 
the EMIC configuration. The IP forwarding EMIC is suited for very basic topologies where 
only a single egress path for traffic exists, or in situations where other EMICs are not 
supported.

For more complex topologies, the IP forwarding EMIC can lead to undesirable forwarding 
of traffic for intercepted connections. Take for example the topology shown in Figure 4-18. 
This example shows a remote office with multiple WAN routers connecting to diverse 
circuits. Traffic can enter or leave the site through either router. When multiple paths exist 
for traffic leaving a site, it is common for either HSRP or the Gateway Load Balancing 
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Protocol (GLBP) to be used for default gateway redundancy. HSRP provides an active/
standby configuration based on a virtual IP (VIP) address. At any given point in time, a 
single VIP address is “active” on one of the routers. Hosts are configured with the HSRP 
VIP address as their default gateway, causing all traffic from those hosts to be forwarded to 
one of the two routers. In the case of GLBP, either router can be selected as the outbound 
path for a host, depending on the specific GLBP configuration. Because GLBP operates 
based on MAC addresses, a WAE running Cisco WAAS appears as a single host. This 
means that traffic egressing a WAE will also select one of the two routers to forward 
outbound traffic to. For deployments that use GLBP for default-gateway redundancy, 
the issue with IP forwarding is the most pronounced.

Figure 4-18 Branch Topology with Multiple Entry and Exit Points

You can see in the previous example how all egress traffic from the WAE is “pinned” to a 
single router. This can defeat the purpose of deploying GLBP in the first place, which is to 
distribute outbound traffic across both routers.

There are several options with WAAS for preserving the network path affinity originally 
chosen by the host system or network elements. The first two options leverage the WCCPv2 
return mechanism. You’ll recall from earlier in this chapter that the WCCPv2 return 
mechanism is used by WCCPv2 clients to handle bypass traffic by sending it back to the 
WCCPv2-enabled router that redirected it. Cisco WAAS has the ability to leverage the 
return method negotiated between the router and WAE for forwarding egress traffic from 

WAN

WCCP-Enabled Interface

Outbound traffic is
pinned to a single link!

1 Client sends traffic to its configured default gateway, which
  is currently active on the right router (GLBP).
2 Traffic is intercepted by WCCP and redirected to the 

WCCP.
3 Egress traffic from the WAE is sent transparently to its 

default gateway.
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the WAE. The following CLI command changes the default EMIC from IP forwarding to 
negotiated return:

egress-method negotiated-return intercept-method wccp

If GRE is the return method negotiated between the WAE and IOS, traffic received on 
optimized connections is encapsulated in a GRE header with a destination IP address of the 
WCCPv2 router ID and a source IP address of the WAE. When the WCCPv2-enabled IOS 
device receives the GRE-encapsulated packet, it removes the GRE header and forwards the 
packet normally. Because the GRE header uses a source IP address of the WAE, the IOS 
WCCPv2 process knows not to re-intercept the packet. This capability to return traffic to 
the IOS device that redirected it allows for the preservation of the original path selection 
made by the host or network infrastructure. 

Another benefit of the GRE return method is that the WAE can reside on the same IP subnet 
with clients or servers that it optimizes connections for. This greatly simplifies branch 
deployments by removing the requirement for a separate subnet dedicated to the WAE. 
Figure 4-19 shows the same topology as Figure 4-18, except using the negotiated return 
EMIC instead of IP forwarding.

Figure 4-19 Branch Topology Using GRE Return EMIC
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Network Integration Best Practices
The following network integration best practices are recommended for most WAAS 
deployments:

• Leave the physical WAE interfaces set to auto-sense: Because it is possible that 
some of your WAEs will be able to run at 1-Gbps speed, leaving all of the WAEs 
deployed set to auto-sense simplifies the configuration and deployment. In addition, 
an alarm will be raised in the Central Manager if an interface negotiates to half duplex.

• Use EtherChannel for interface redundancy when both physical WAE interfaces 
connect to the same LAN switch: Improve performance by providing 2X the 
available LAN bandwidth.

• Use a standby interface for interface redundancy when both physical WAE 
interfaces connect to different LAN switches: Increase WAE availability in the 
event of a problem with the primary interface or connected LAN switch.

• Always configure a MD5 password for WCCP service groups: Protect the integrity 
of the service group members by making sure that only authorized devices can join 
the service group.

• Stick to inbound WCCP redirection: Even on software-based platforms, inbound 
redirection is more efficient.

• On hardware-based platforms, configure WCCP using the following guidelines:

— Use L2 forwarding instead of GRE forwarding.

— Always use mask assignment.

— Only use inbound redirection.

— Do not use the ip wccp redirect exclude in command.

• Only use the GRE return EMIC on software-based platforms (i.e. ISR routers):
Hardware-based platforms process GRE return traffic completely in software, which 
causes serious performance issues.

• Run a recommended version of IOS for WCCP: Tables 4-5 and 4-6 list the 
minimum recommended IOS versions when running WCCP with Cisco WAAS.

Table 4-5 Minimum IOS Recommendations: Software-Based Platforms

Major Version M Train T Train

12.1 12.1(14) 12.1(3)T

12.2 12.2(26) 12.2(14)T

12.3 12.3(13) 12.3(14)T5

12.4 12.4(10) 12.4(9)T1
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Summary
This chapter provided a detailed examination of the various methods for integrating WAAS 
into the network infrastructure. The chapter reviewed the various techniques for physical 
connectivity, including options for increased interface bandwidth and high availability. The 
chapter also previewed the network interception techniques that are used to transparently 
redirect traffic to the WAAS infrastructure for optimization. Particular focus was given to 
WCCPv2 and inline interception, which are the two most common interception methods. 
The interception method you choose is a site-local decision. For example, you can use 
WCCPv2 at some locations and inline at other locations. Finally, the chapter discussed the 
different egress methods available in WAAS, which provide control over how traffic on 
intercepted connections is reinserted into the network after redirection to a WAE. You 
should now have a good feel for the flexibility of the WAAS solution when it comes to 
network integration. The techniques available allow Cisco WAAS to integrate into network 
infrastructures of any size and complexity. The next chapter begins to put these various 
techniques to use, as you look at specific deployment models for the branch office 
environment.

Table 4-6 Minimum IOS Recommendations: Hardware-based Platforms

Platform Version

Catalyst 3560/3750 12.2(37)SE

Catalyst 4500/4900 12.2(31)SG

Catalyst 6500, Sup2 12.2(18)SXF13

Catalyst 6500, Sup32 CatOS 8.5/12.2(18)SXF13

Catalyst 6500, Sup720 (Native) 12.2(18)SXF13

Catalyst 6500, Sup720 (Hybrid) CatOS 8.5/12.2(18)SXF13



I N D E X

Numbers
7 services, 5–8

application performance barriers, 5–8
bandwidth inefficiencies, 7–8
latency, 6
performance, 6

A
ABE (Access-Based Enumeration), 66
access

controlling, 71
RBAC, 224–226

accounts (user), 71
ACE (Application Control Engine), 109–110

data center deployment, 186–192
bridged mode, 187–189
routed mode configuration, 190–192

data center scalability, 198
activating devices, 220–222
active directory domains, joining, 318–319
addresses

IP next hop, 159
VIP, 112

aggregation of links, 78–79
Alarm Book website, 70
alarms

conditions, 233
window, 234

AllDevicesGroup device group, 223
appliances (WAE), 40

physical requirements website, 56
WAE models, 41–42

application acceleration, 16, 23–25
CIFS preposition

architecture, 304–306
configuring, 306–310
statistics, 311–313

configuring
connectivity directives, 297–299
core services, 291–293
edge services, 294–297
traffic policies, 300–301

connectivity directives, 289
core services, 287–288
disconnected mode, 313–314

configuring, 320–321
domain integration, 314–319

edge services, 288
local response handling, 24
long-lived user sessions, 302
multiplexing, 25, 29
object caching, 24–27
overview, 285–287
prepositioning, 24, 27
read-aheads, 24, 27
verifying, 301–303
WAN optimization, 289–290
write-behinds, 25, 28

Application Control Engine. See ACE
application performance barriers, 3

application layer, 4
Layer 4, 5–8
network infrastructure, 8

bandwidth, 9–11
latency, 11–13
packet loss and congestion, 14–15

presentation layer, 4
session layer, 4
solutions, 15–16
transport protocols, 4

Application Traffic Policy. See ATP
applications

groups, 262–263, 280
layers

application performance barriers, 4
latency, 6

requirements, 64–65
architecture

CIFS preposition, 304–306
network modules, 38
n-tier, 4
WAE, 33

ATP engine, 36–37
CMS, 35
disk encryption, 34–35
interface manager, 35
network interception and bypass manager, 36
reporting interface, 35



360

ATP (Application Traffic Policy), 17, 261–262
application groups, 262–263
custom policy-map, 355–357
engine, 36–37
policy consistency, 269–270
policy maps, 266–269

default policies, 268
parameters, 266
policies, configuring, 267

traffic classifiers, 264–265
WAN optimization, 17

audit trail logs, 239
authentication

failover, 227
third-party, 227–229

authentication configuration command, 228
authentication fail-over server-unreachable 

command, 227
authentication login command, 228
automatic discovery, 30, 251–253, 274–275
availability requirements, 68

B
backing up CM, 242
bandwidth

BDP, 12
LANs, 9
Layer 4, 7–8
network performance, 9–11
savings statistics, 279
WAE interfaces, increasing, 78–82
WANs, 9, 46–47

bandwidth command, 77
BDP (bandwidth delay product), 12
best practices of network integration, 114–115
blacklist operation (TFO), 255–257
branch office network integration

in-path deployment, 117–118
nonredundant branch office, 118–122
redundant branch office, 122–125
serial clustering, 125

off-path deployment, 127
IOS FW, 161–162
large nonredundant branch offices, 

134–140

large redundant branch offices, 142, 
149–157

NME-WAE, 131–132
PBR, 158–161
redundant branch offices, 141
small to medium-sized nonredundant 

branch offices, 127–130
small to medium-sized redundant branch 

offices, 141–149
two-arm deployment, 132–134

buffers (TFO), 22, 257–261

C
caching

CLI consumption, 312
objects, 24–27

benefits, 26
first-user penalty, 27
hit/miss scenarios, 26

capacity (disks), 44–45
case studies

ATP custom policy-map, 355–357
common requirements, 325
data centers

requirements, 345
switch 1 configuration, 349–352
switch 2 configuration, 352–355
topology, 345
WAE configuration, 348–349
WAE placement/interception, 346–347

existing WAN topology, 325–326
remote site Profile A, 327

LAN switch configuration, 331–333
requirements, 327
topology, 327
WAE configuration, 329–330
WAE placement/interception, 328
WAN router configuration, 330–331

remote site Profile B
requirements, 333
topology, 333
WAE configuration, 334–335
WAE placement/interception, 334
WAN router configuration, 336–337

ATP (Application Traffic Policy)



 361

remote site Profile C
requirements, 338
topology, 338
WAE configuration, 340–341
WAE placement/interception, 338–339
WAN router 1 configuration, 341–343
WAN router 2 configuration, 343–345

Catalyst 6500
ACE bridged mode configuration, 188–189
ACE routed mode configuration, 190–192

Central Manager. See CM
Centralized Management System. See CMS
characteristics of traffic flows, 62
checklists

network infrastructure, 64
planning overview, 52
requirements

application, 65
availability, 68
management, 70
platform, 67
scalability, 67
security, 72
WAFS AO, 67

site information, 56
CIFS (Common Internet File System)

peers, 303
policies, 300
preposition, 304

architecture, 304–306
configuring, 306–310
statistics, 311–313

proxy connections, verifying, 298–299
traffic policies, 300–301
servers, 298

CIFS acceleration, 287
CIFS preposition, 304

architecture, 304–306
configuring, 306–310
statistics, 311–313

configuring
connectivity directives, 297–299
core services, 291–293
edge services, 294–297
traffic policies, 300–301

connectivity directives, 289
core services, 287–288

disconnected mode, 313–314
configuring, 320–321
domain integration, 314–319

edge services, 288
long-lived user sessions, 302
verifying, 301–303
WAN optimization, 289–290

Cisco Integrated Services Router (ISR), 29
CLI (command-line interface), 212

automatic discovery statistics, 274–275
cache consumption, 312
connection statistics, 276–279

compression statistics, 278
details, 277
viewing from CM, 277
viewing from WAE, 276

device management, 212–213
syslog servers, defining, 240

client-to-client traffic, 62
client-to-server traffic, 62
CM (Central Manager), 30

application group statistics, 280
backing up, 242
CIFS preposition status, 311
connections, viewing, 277
core cluster credentials, 307
defining, 211
devices

activation, 220–222
grouping, 222–223
homepage, 229–232
identities, recovering, 219
registration, 219

domains, 72
file servers, defining, 307
homepage, 215
licenses, 42
login page, 214
overview, 213–216
provisioned management, 224

RBAC, 224–226
third-party authentication, 227–229

reporting/logging, 239–241
audit trail logs example, 239
syslog servers, defining, 240
system messages table, 239

restoring, 242–243
roles, 71–72, 211

CM (Central Manager)



362

scalability, 214
security, 213
software upgrade/downgrade, 235–238
status/health monitoring, 232–234
system messages table, 239
table of contents, 216
TFO buffer settings, configuring, 260
WAE, 48–49
WAN optimization statistics, 282

CMS (Centralized Management System), 
216–219

downgrading, 236
enabling, 212
LCM cycle, 217
overview, 216–219
registration and service status, 218
state, 218
timers, 217

cms database downgrade command, 236
cms database restore command, 243
cms recover identity command, 219
collecting requirements, 52–53

applications, 64–65
availability, 68
management, 68–70
platform, 67
scalability, 67
security, 70–72
WAFS AO, 65–67

command-line interface. See CLI
commands

authentication configuration, 228
authentication fail-over server-unreachable, 

227
authentication login, 228
bandwidth, 77
cms database downgrade, 236
cms database restore, 243
cms recover identity, 219
inline vlan all, 124
inspect waas, 202
ip wccp redirect exclude in, 100, 132
logging host, 240
no normalization, 190
no wccp ver 2, 95
policy-engine application, 267
set ip next-hop, 105

set ip next-hop verify-availability, 159
setup, 209
show cifs connectivity peers, 303
show cifs session count, 303
show cifs session list, 303
show cms info, 218
show conn long, 199
show interface, 77
show interface PortChannel, 80
show interface Standby, 85
show stat der connection, 278
show statistics tfo saving, 279
show tfo accelerators, 296
show tfo auto-discovery, 274
show tfo connection, 276–278
snmp-server, 241
ssh-key-generate, 213
standby, 77

Common Internet File System. See CIFS
common requirements (case studies), 325
compact flash cards, 33
compression

history, 44
statistics, 278

configuring
ACE

bridged mode, 188–189
routed mode, 190–192

authentication failover, 227
Central Manager roles, 71
CIFS acceleration

connectivity directives, 297–299
core services, 291–293
edge services, 294–297
traffic policies, 300–301

CIFS preposition, 306–310
browser, 309
core cluster credentials, 307
edge groups, 309
file servers, defining, 307
preposition jobs, 307
saving, 309
scheduling preposition jobs, 310

CM roles, 211
connectivity directives, 297–299

parameters, 297
proxy connection verification, 298–299

CM (Central Manager)



 363

core services, 291
enabling core services, 292–293
WAFS core clusters, creating, 291–292

disconnected mode, 320–321
DNS servers, 317
domain-related parameters, 317–318
edge services, 294–297

device GUI, 296
enabling edge services, 295
verification, 296

EPM policies, 271–273
EtherChannel, 79–82
FWSM, 200–202
LAN switches, 331–333
NTP servers, 315
PBR, 104
PIX/ASA, 202–204
policies, 267
primary servers, 227
secondary servers, 227
standby interface feature, 84–86
switches, 349–355
system time, 315–316
TFO buffer settings, 260
third-party authentication provider, 228
time zones, 315
traffic classifiers, 264
WAE

data centers, 348–349
interfaces, 76
with MHSRP, 156–157
NetBIOS names, 316
Profile A sites, 329–330
Profile B sites, 334–335
Profile C sites, 340–341

WAN distribution switches, 180–184
WAN routers

Profile A site, 330–331
Profile B sites, 336–337
Profile C sites, 341–345
WAE, 178–179
WCCP, 176–178

WCCP, 98–102
IOS, 100–102
router lists, 99

WINS servers, 317

congestion
avoidance, 14
packets, 14–15
TFO congestion avoidance, 22

connections
directives, 289, 297–299
EMIC, 111–113
EtherChannel configuration, 79–82
link aggregation, 78–79
optimized, 248
original, 248
standby interface feature, 82–86
statistics, 276–279

compression statistics, 278
details, 277
viewing from CM, 277
viewing from WAE, 276

TCP optimized, 46
viewing

CM, 277
WAE, 276

WAE interfaces, 75–78
content-based chunking, 19–20
content switching, 109

ACE, 109–110
data center deployment, 186–192

bridged mode configuration, 187–189
routed mode configuration, 190–192

core cluster credentials, 307
core services, 287–288

configuring, 291
enabling core services, 292–293
WAFS core clusters, creating, 291–292

enabling, 292–293

D
data centers

ACE scalability, 198
content switch deployment, 186–192

bridged mode configuration, 187–189
routed mode configuration, 190–192

firewalls, 199–204
FWSM, 199–202
PIX/ASA configuration, 202–204
server farm aggregation with FWSM, 200

data centers



364

placement, 165, 168, 171–173
dual data center with symmetric routing, 

168
multiple centers reference topology, 168
multiple WAAS clusters, 173
reference topology, 165
server farm distribution, 172
WAN edge WAAS placement, 167
WAN failure, 169
WCCP service groups, 171

requirements, 345
switch 1 configuration, 349–352
switch 2 configuration, 352–355
topology, 60–61, 345
WAE

configuration, 348–349
placement/interception, 346–347

WCCP deployment, 175–186
dual data centers, 185–186
WAN distribution switch configuration, 

180–184
WAN edge router configuration, 176–179
WCCP enabled on WAN distribution 

switches, 179
WCCP enabled on WAN edge routers, 175

WCCP scalability, 192–198
client distribution, 194–195
WAE hash bucket distribution, 193–194
WAE mask/value distribution, 195–197

data encryption, 70
Data Redundancy Elimination. See DRE
default policies, 268
deleting traffic classifiers, 264
deployment

data centers with content switching, 186–192
bridged mode configuration, 187–189
routed mode configuration, 190–192

data centers with WCCP, 175–186
dual data centers, 185–186
WAN distribution switch configuration, 

180–184
WAN edge router configuration, 176–179
WCCP enabled on WAN distribution 

switches, 179
WCCP enabled on WAN edge routers, 175

in-path, 117–118
nonredundant branch office, 118–122
redundant branch office, 122–125
serial clustering, 125

off-path, 127
IOS FW, 161–162
large nonredundant branch offices, 

134–140
large redundant branch offices, 142, 

149–157
NME-WAE, 131–132
PBR, 158–161
redundant branch offices, 141
small to medium-sized nonredundant 

branch offices, 127–130
small to medium-sized redundant branch 

offices, 141–149
two-arm deployment, 132–134

planning, 51–52
requirements collection, 52–53
sites, 54

checklist, 56
physical environments, 55–56
types, 54–55
user community, 55

devices
activation, 220–222
CLI, 212–213
CM

backing up, 242
device homepage, 229–232
overview, 213–216
reporting/logging, 239–241
restoring, 242–243
security, 213
software upgrade/downgrade, 235–238
status/health monitoring, 232–234

CMS
enabling, 212
overview, 216–219

grouping, 222–223, 238
homepage, 229–232
identities, recovering, 219
managing, 207
modes, defining, 210
pending state, 222
registration, 219

data centers



 365

setup script, 208–212
boot sequence interruption, 209
CM, 211
device mode, defining, 210
primary interface, 210
running, 209

troubleshooting, 233
WAE

Central Manager, 48–49
compression history, 44
disk capacity, 44–45
LAN throughput, 46–47
memory, 43
optimized TCP connections, 46
peers, 47–48
WAN bandwidth, 46–47

digital signatures, 66
disconnected mode, domain integration, 314

active directory domains, joining, 318– 319
configuring, 320–321
domain-related parameters, 317–318
system time configuration, 315–316

discovery, 30
disks

capacity, 44–45
encryption, 34–35

distribution switches (WAN)
WAE configuration, 184
WCCP

configuration, 180–183
enabling on, 179

DNS servers, configuring, 317
domains

active directory, joining, 318–319
Central Manager, 72
controllers, defining, 318
defining, 225
integration, disconnected mode, 314

active directory domains, joining, 318– 319
domain-related parameters, 317–318
system time configuration, 315–316

parameters, configuring, 317–318
downgrading software, 235–238
DRE (Data Redundancy Elimination), 17–19, 249

content-based chunking, 19–20
encoding, 20
message validation, 21
pattern matching, 20

WAN optimization, 249–250
dual data centers

asymmetric routing, 185
WAE configuration, 185–186

dynamic ports, assigning, 270–271
dynamic services, 88
dynamic shares, 66

E
edge devices, 312
edge groups, 309
edge services, 288

configuring, 294–297
enabling, 295
verifying, 296

egress traffic, 111–113
EMIC (Egress Methods for Intercepted 

Connections), 111–113
encryption

data, 70
disks, 34–35
DRE, 20

enterprise-class scalability, 30
enterprise licenses, 42
EPM (EndPoint Mapper), 270–273

enabling/disabling, 272
policy configuration, 271–273
port mappers, 270–271

Error Message Book website, 70
EtherChannel, 78–82
existing WAN topology case study, 325–326
extensions (TFO), 22

F
failover, 227
failure detection, 94
file servers, defining, 307
Firewall Switch Module. See FWSM
firewalls, 199–204

allowed ports, 214
FWSM

configuration, 200–202
connection display, 199
server farm aggregation, 200

PIX/ASA configuration, 202–204

firewalls



366

first-user penalty (caching), 27
flow protection (WCCP), 95
forwarding methods, 90–92
FWSM (Firewall Switch Module), 199

configuring, 200–202
connection display, 199
server farm aggregation, 200

G
GLBP (Gateway Load Balancing Protocol), 112
graceful shutdown (WCCP), 95
GRE forwarding, 90
groups

application, 262–263, 280
devices, 222–223, 238
edge, 309
service

placement, 97–98
WCCP, 87–90, 171

H
hardware

platforms, 102–103
WAE, 38

appliances, 40–42
router-integrated network modules, 38–40

hash assignments, 92
health/status monitoring, 232–234
homepage (CM), 215
HTTPS (HTTP over Secure Sockets Layer), 213

I
identities of devices, 219
infrastructure of networks

checklist, 64
data center topology, 60–61
remote office topology, 59–60
traffic flows, 62–63
WAN topology, 56–58

inline interception, 105–108
cabling guidelines, 108

InlineGroup configuration, 108
multiple routers, 106
one-armed routing, 107
operating modes, 106

inline vlan all command, 124
in-path deployment, 117–118

nonredundant branch office, 118–122
management IP address on inlineGroup, 

121
reference topology, 118
WAE configuration, 120
WAE inlineGroup configuration, 119

redundant branch office, 122–125
reference topology, 122
WAE configuration, 124
WAE inlineGroup configuration, 124

serial clustering, 125
inspect waas command, 202
Integrated Services Router (ISR), 29
integration

best practices, 114–115
branch office networks

in-path deployment. See in-path 
deployment

IOS FW, 161–162
NME-WAE, 131–132
off-path deployment. See off-path 

deployment
PBR, 158–160
two-arm deployment, 132–134

data centers, 165, 168, 171–173
interception

content switching, 109–110
data centers. See data centers
inline, 105–108

cabling guidelines, 108
InlineGroup configuration, 108
multiple routers, 106
one-armed routing, 107
operating modes, 106

policy-based routing, 103–105
redirection

failure detection, 94
flow protection, 95
forwarding/return methods, 90–92
graceful shutdown, 95
load distribution, 92

first-user penalty (caching)



 367

redirect lists, 96–97
scalability, 95–96
service group placement, 97–98

WAE
data centers, 346–347
Profile A sites, 328
Profile B sites, 334
Profile C sites, 338–339

WCCP, 86
configuration, 98–102
hardware-based platforms, 102–103
overview, 87
service groups, 87–90

interfaces (WAE)
bandwidth, increasing, 78–82
configuring, 76
connectivity, 75–78
managing, 35
names, 77
reporting, 35
standby interface feature, 82–86

intermittent disconnection, 320
IOS FW (IOS Firewall), 161–162
IOS WCCP global configuration, 100
IOS WCCP inbound redirection configuration, 

101–102
IP forwarding, 111–112
IP next hop addresses, 159
ip wccp redirect exclude in command, 132
ip wccp redirect exclude in commands, 100
ISR (Integrated Services Router), 29

J – K
joining active directory domains, 318–319

keepalives (TFO), 261

L
L2 forwarding, 90
LACP (Link Aggregation Control Protocol), 79
LANs (local-area networks)

bandwidth, 9
latency, 11

switches, 331–333
throughput, 46–47

large nonredundant branch offices, off-path 
deployment, 134–140

LAN switch configuration, 137
reference topology, 135
WAE configuration, 137, 140
WAN router configuration, 136
WCCP

interception, 138
LAN switch configuration, 139

large redundant branch offices, off-path 
deployment, 142, 149–157

LAN switch configuration, 151–153
MHSRP configuration on WAE VLAN, 155
reference topology, 141, 149
WAE configuration, 154–157

latency
application layers, 6
LANs, 11
Layer 4, 6
networks, 11–13
WANs, 11

layers
application

application performance barriers, 4
latency, 6

Layer 4, 5–8
presentation, 4
session, 4

LCM (Local Central Management), 35, 217
LFNs (long fat networks), 257–258
licensing, 42
link aggregation, 78–79
Link Aggregation Control Protocol (LACP), 79
Linux platform, 33
load distribution (WCCP), 92
local-area networks. See LANs
Local Central Management (LCM), 35, 217
local response handling, 24
locations. See sites
logging, 239–241

audit trail logs example, 239
syslog servers, defining, 240
system messages table, 239

logging host command, 240

logging host command



368

login page (CM), 214
long fat networks (LFNs), 257–258
long-lived user sessions, 302
loss (packets), 14–15

M
management

Central Manager, 30
application group statistics, 280
backing up, 242
CIFS preposition status, 311
connections, viewing, 277
core cluster credentials, 307
defining, 211
devices. See CM, devices
domains, 72
file servers, defining, 307
homepage, 215
licenses, 42
login page, 214
overview, 213–216
provisioned management, 224–229
reporting/logging, 239–241
restoring, 242–243
roles, 71–72, 211
scalability, 214
security, 213
software upgrade/downgrade, 235–238
status/health monitoring, 232–234
system messages table, 239
table of contents, 216
TFO buffer settings, configuring, 260
WAE, 48–49
WAN optimization statistics, 282

CMS, 216–219
downgrading, 236
enabling, 212
LCM cycle, 217
overview, 216–219
registration and service status, 218
state, 218
timers, 217

devices, 207
CLI, 212–213
setup script, 208–212

network interception and bypass, 36
provisioned, 224

RBAC, 224–226
third-party authentication, 227–229

requirements, 68
checklist, 70
SNMP community strings, 69–70
SNMP traps/inform routing, 69
syslog servers, 70

WAE interface, 35
mask assignments, 92, 195–197
memory (WAE devices), 43
messages

DRE validation, 21
local response handling, 24

metadata, caching, 25–27
MIB (SNMP supported), 241
Microsoft Access-Based Enumeration (ABE), 66
Microsoft Volume Shadow Copy Services (VSS), 

66
modules, router-Integrated network modules 

(WAE), 38
NME-WAE model 302, 39
NME-WAE model 502, 39
NME-WAE model 522, 40

monitoring, status/health with CM, 232–234
status indicator locations, 233
Troubleshooting Devices window, 234

MSS settings (TFO), 261
multiplexing, 25, 29

N
names (WAE)

interfaces, 77
NetBIOS, 316

NetQos SuperAgent website, 59
Network Module Enhanced (NME), 38
Network Module Enhanced WAE. See NME-WAE
networks

application performance barriers, 8
application layer, 4
bandwidth, 9–11
latency, 11–13
Layer 4, 5–8
packet loss and congestion, 14–15

login page (CM)



 369

infrastructure
checklist, 64
data center topology, 60–61
remote office topology, 59–60
traffic flows, 62–63
WAN topology, 56, 58

integration, 114–115
interception

content switching, 109–110
failure detection, 94
flow protection, 95
forwarding/return methods, 90–92
graceful shutdown, 95
inline, 105–108
load distribution, 92
policy-based routing, 103–105
redirect lists, 96–97
scalability, 95–96
service group placement, 97–98
WCCP, 86–90
WCCP configuration, 98–102
WCCP hardware-based platforms, 

102–103
latency, 11–13
transparency, 29
WAN oversubscription, 9

NME (Network Module Enhanced), 38
NME-WAE (Network Module Enhanced WAE), 

131–132
interface connectivity, 75
models

302, 39
502, 39
522, 40

no normalization command, 190
no wccp ver 2 command, 95
nonredundant branch offices

in-path deployment, 118–122
management IP address on inlineGroup, 

121
reference topology, 118
WAE configuration, 119–120

off-path deployment for large, 134–140
LAN switch configuration, 137
reference topology, 135
WAE configuration, 137, 140

WAN router configuration, 136
WCCP interception, 138
WCCP on LAN switch configuration, 139

off-path deployment for small to medium-sized, 
127–130

reference topology, 127
WAE configuration, 129
WCCP configuration, 129
WCCP GRE return traffic flow, 128

n-tier architecture, 4
NTP servers, configuring, 315

O
objects, caching, 24–27

benefits, 26
first-user penalty, 27
hit/miss scenarios, 26

off-path deployment, 127
IOS FW, 161–162
large nonredundant branch offices, 134–140

LAN switch configuration, 137
reference topology, 135
WAE configuration, 137, 140
WAN router configuration, 136
WCCP interception, 138
WCCP on LAN switch configuration, 139

large redundant branch offices, 142, 149– 157
LAN switch configuration, 151–153
MHSRP configuration on WAE VLAN, 155
reference topology, 141, 149
WAE configuration, 154–157

PBR, 158–161
IP next hop address verification, 159
multiple IP next hop addresses, 159
traffic distribution, 160

redundant branch offices, 141
small to medium-sized nonredundant branch 

offices, 127–130
NME-WAE, 131–132
reference topology, 127
two-arm deployment, 132–134
WAE configuration, 129
WCCP configuration, 129
WCCP GRE return traffic flow, 128

off-path deployment



370

small to medium-sized redundant branch 
offices, 141–149

redirection loop, 145
WAE configuration, 144, 148
WAE subnet as transit path, 145
WAN router configuration, 143, 146

Open Systems Interconnection. See OSI model
optimization

connections, 248
TCP connections, 46
WANs, 16–18, 247

application acceleration, 289–290
ATP, 261–269
automatic discovery, 251–253
DRE, 17–21, 249–250
enabling/disabling features, 253–254
EPM, 270–273
PLZ, 17, 21, 251
policy consistency, 269–270
statistics, 279–282
TFO, 17, 22, 247–249
TFO blacklist operation, 255–257
TFO buffers, tuning, 257–261
trusted, 30

original connections, 248
OSI (Open Systems Interconnection) model, 4

application layer
application performance barriers, 4
latency, 6

presentation layers, 4
session layers, 4

other policy, 269
oversubscription (WANs), 9

P
packet loss and congestion, 14–15
parameters

CIFS preposition, 305
connectivity directives, 297
domain-related, 317–318
edge services, 294
policy maps, 266
WAFS core cluster, 292

PBR (policy-based routing), 103–105, 158–161

peers
CIFS, 303
WAE, 47–48

pending states (devices), 222
performance

application performance barriers, 3
application layer, 4
Layer 4, 5–8
network infrastructure, 8–15
presentation layer, 4
session layer, 4
solutions, 15–16
transport protocols, 4

WAE system limits, 43
Central Manager, 48–49
device memory, 43
disk capacity, 44–45
LAN throughput, 46–47
optimized TCP connections, 46
peers, 47–48
WAN bandwidth, 46–47

WAFS AO, 66
Persistent LZ Compression (PLZ), 17, 21, 251
physical environments, 55–56
PIX/ASA, 202–204
placement

data centers, 165, 168, 171–173
dual data center with symmetric routing, 

168
multiple centers reference topology, 168
multiple WAAS clusters, 173
reference topology, 165
server farm distribution, 172
WAN edge WAAS placement, 167
WAN failure, 169
WCCP service groups, 171

service groups, 97–98
WAE

data centers, 346–347
Profile A site, 328
Profile B sites, 334
Profile C sites, 338–339

planning deployment, 51–52
platforms

requirements, 67
WCCP hardware-based, 102–103

off-path deployment



 371

PLZ (Persistent LZ Compression), 17, 21, 251
policies

CIFS, 300–301
configuring, 267
consistency, 269–270
default policies, 268
EPM, 271–273
other policy, 269
WAFS transport, 300

policy-based routing (PBR), 103–105, 158–161
policy-engine application command, 267
policy maps, 266–269

custom, creating, 355–357
default policies, 268
parameters, 266
policies, configuring, 267

ports
allowing through firewall, 214
dynamic, 270–271
mappers, 270–271

preposition jobs
configuring, 307
scheduling, 310

prepositioning, 24, 27
presentation layers, 4
primary interface, defining, 210
primary servers, configuring, 227
Profile A sites, 327

LAN switch configuration, 331–333
requirements, 327
topology, 327
WAE

configuration, 329–330
placement/interception, 328

WAN router configuration, 330–331
Profile B sites

requirements, 333
topology, 333
WAE

configuration, 334–335
placement/interception, 334

WAN router configuration, 336–337
Profile C sites

requirements, 338
topology, 338
WAE

configuration, 340–341
placement/interception, 338–339

WANs
router 1 configuration, 341–343
router 2 configuration, 343–345

prolonged disconnected mode, 321
protocols

LACP, 79
TCP

optimization with compression, 258
optimized connections, 46
over LFNs, 258
packet loss and congestion, 14–15
TFO, compared, 22
WAN optimization, 17

transport, 4
SNMP

community strings, 69–70
MIBs supported, 241
traps/inform routing, 69

WCCP, 86
configuring, 98–102
failure detection, 94
flow protection, 95
forwarding/return methods, 90–92
graceful shutdown, 95
hardware-based platforms, 102–103
load distribution, 92
overview, 87
redirect lists, 96–97
scalability, 95–96
service group placement, 97–98
service groups, 87–90
small to medium-sized nonredundant 

branch office configuration, 129
WCCPv2, 36

provisioned management, 224
RBAC, 224–226
third-party authentication, 227–229

R
RBAC (role-based access control), 224–226
read-aheads, 24, 27
recovering device identities, 219
redirect lists (WCCP), 96–97
redirection

traffic, 90–92

redirection



372

WCCP
failure detection, 94
flow protection, 95
forwarding/return methods, 90–92
graceful shutdown, 95
load distribution, 92
redirect lists, 96–97
scalability, 95–96
service group placement, 97–98

redundant branch offices
in-path deployment, 122–125

reference topology, 122
WAE configuration, 124
WAE inlineGroup configuration, 124

large off-path deployment, 142, 149–157
LAN switch configuration, 151–153
MHSRP configuration on WAE VLAN, 155
reference topology, 141, 149
WAE configuration, 154–157

off-path deployment, 141
small to medium-sized off-path deployment, 

141–149
redirection loop, 145
WAE configuration, 144, 148
WAE subnet as transit path, 145
WAN router configuration, 143, 146

registration of devices, 219
remote office topology, 59–60
remote site case studies

Profile A, 327
LAN switch configuration, 331–333
requirements, 327
topology, 327
WAE configuration, 329–330
WAE placement/interception, 328
WAN router configuration, 330–331

Profile B
requirements, 333
topology, 333
WAE configuration, 334–335
WAE placement/interception, 334
WAN router configuration, 336–337

Profile C
requirements, 338
topology, 338
WAE configuration, 340–341
WAE placement/interception, 338–339

WAN router 1 configuration, 341–343
WAN router 2 configuration, 343–345

reporting, 239–241
audit trail logs example, 239
automatic discovery statistics, 274–275
connection statistics, 276–279

compression statistics, 278
details, 277
viewing from CM, 277
viewing from WAE, 276

syslog servers, defining, 240
system messages table, 239
WAE interface, 35
WAN optimization statistics, 279–282

application group statistics, 280
bandwidth savings, 279
examining, 282
traffic details, 282

requirements
applications, 64–65
availability, 68
case studies, 325
collecting, 52–53
data centers, 345
management, 68

checklist, 70
SNMP community strings, 69–70
SNMP traps/inform routing, 69
syslog servers, 70

platform, 67
Profile A sites, 327
Profile B sites, 333
Profile C sites, 338
scalability, 67
security, 70–72

access control, 71
Central Manager, 71–72
checklist, 72
data encryption, 70

WAFS AO, 65–67
restoring

CM, 242–243
default policies, 268

return methods, 90–92
role-based access control (RBAC), 224–226
roles (CM), 71–72, 211

redirection



 373

router-integrated network modules (NME-
WAE), 38

model 302, 39
model 502, 39
model 522, 40

routers
lists (WCCP), 99
ISR, 29
WAN edge

WAE configuration, 178–179
WCCP configuration, 176–178

WAN configurations
Profile A sites, 330–331
Profile B sites, 336–337
Profile C sites, 341–345

S
SACK (selective acknowledgment), 22
saving

CIFS preposition configuration, 309
bandwidth statistics, 279

scalability
CM, 214
data centers

ACE, 198
WCCP, 192–198

enterprise-class, 30
requirements, 67
WAE system limits, 43

Central Manager, 48–49
device memory, 43
disk capacity, 44–45
LAN throughput, 46–47
optimized TCP connections, 46
peers, 47–48
WAN bandwidth, 46–47

WCCP, 95–96
scheduling preposition jobs, 310
secondary servers, configuring, 227
security

CM, 213
firewalls, 199–204

allowed ports, 214
FWSM configuration, 200–202
FWSM connection display, 199

FWSM server farm aggregation, 200
PIX/ASA configuration, 202–204

requirements, 70–72
access control, 71
Central Manager, 71–72
checklist, 72
data encryption, 70

selective acknowledgment (SACK), 22
serial clustering, 125
servers

CIFS, 298
DNS, 317
file, 307
NTP, 315
primary, 227
secondary, 227
syslog, 70, 240
WINS, 317

server-to-server traffic, 62
services

CMS, 212
core, 287–288

configuring, 291–292
enabling, 292–293

edge, 288
configuring, 294–297
device GUI, 296
enabling, 295
verifying, 296

groups
placement, 97–98
WCCP, 87–90, 171

Layer 4, 5–8
VSS, 66

sessions
CIFS, 303
layers, 4

set ip next-hop command, 105
set ip next-hop verify-availability command, 159
setup command, 209
setup script, 208–212

boot sequence interruption, 209
CM, 211
CMS, enabling, 212
device mode, defining, 210
primary interface, 210
running, 209

setup script



374

shares (dynamic), 66
show cifs connectivity peers command, 303
show cifs session count command, 303
show cifs session list command, 303
show cms info command, 218
show conn long command, 199
show interface command, 77
show interface PortChannel command, 80
show interface Standby command, 85
show stat der connection command, 278
show statistics tfo saving command, 279
show tfo accelerators command, 296
show tfo auto-discovery command, 274
show tfo connection command, 278
show tfo connection summary command, 276
signatures (digital), 66
Simple Network Management Protocol. See SNMP
sites, 54

checklist, 56
physical environments, 55–56
Profile A sites, 327

LAN switch configuration, 331–333
requirements, 327
topology, 327
WAE, 328–330
WAN router configuration, 330–331

Profile B sites
requirements, 333
topology, 333
WAE, 334–335
WAN router configuration, 336–337

Profile C sites
requirements, 338
topology, 338
WAE configuration, 340–341
WAE placement/interception, 338–339
WAN router 1 configuration, 341–343
WAN router 2 configuration, 343–345

types, 54–55
user community, 55

small to medium-sized nonredundant branch 
offices, off-path deployment, 127–130

reference topology, 127
WAE configuration, 129
WCCP

configuration, 129
GRE return traffic flow, 128

small to medium-sized redundant branch offices, 
off-path deployment, 141–149

redirection loop, 145
WAE

configuration, 144, 148
subnet as transit path, 145

WAN router configuration, 143, 146
SNMP (Simple Network Management Protocol)

community strings, 69–70
MIBs supported, 241
traps/inform routing, 69

snmp-server command, 241
software

file entries, 235
upgrades/downgrades, 235–238

ssh-key-generate command, 213
standby command, 77
standby interface feature, 82–86
states

CMS, 218
devices, 222

status
CIFS preposition, 311–312
indicator, 233
status/health monitoring, 232–234

status indicator locations, 233
Troubleshooting Devices window, 234

switches
data centers, 349–355
LANs, 331–333
WAN distribution

WAE configuration, 184
WCCP configuration, 180–183
WCCP enabled on, 179

syslog servers, 70, 240
system messages table (CM), 239
system time, configuring, 315–316

T
table of contents (CM), 216
TCP (Transmission Control Protocol), 14

optimization
compression, 258
connections, 46
WANs, 17

shares (dynamic)
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over LFNs, 258
packet loss and congestion, 14–15
TFO, compared, 22

TFO (Transport Flow Optimization), 17, 22, 247
AD, 251–253, 274–275
blacklist operation, 255–257
buffers, 22, 257–261
congestion avoidance, 22
extensions, 22
keepalives, 261
large initial windows, 22
MSS settings, 261
SACK, 22
TCP, compared, 22
WAN optimization, 247–249
window scaling, 22

third-party authentication, 227–229
throughput (LANs), 46–47
time zones, configuring, 315
timers (CMS), 217
topologies

data center, 60–61
remote office, 59–60
WAN, 56–58
traffic
classifiers, 264–265
distribution, 160
egress, 111–113
forwarding/return methods, 90–92
flows, 62–63
policies (CIFS), 300–301
statistics detail report, 282

Transmission Control Protocol. See TCP
transparency, 29
Transport Flow Optimization. See TFO
transport licenses (WAE), 42
transport protocols, 4
tree of lights, 233
troubleshooting devices, 233–234
trusted WAN optimization, 30
two-arm deployment, branch office networks, 

132–134
traffic flow, 132
WAE configuration, 134
WAN router configuration, 133

types
sites, 54–55
traffic flows, 62

U
Unicast Reverse Path Forwarding, 339
upgrading software, 235–238
users

accounts, 71
RBAC, 225–226
site community information, 55

UUIDs (universally unique identifiers), 270

V
validating messages, 21
verifying

CIFS acceleration, 301–303
policies, 301
proxy connections, 298–299

edge services, 296
IP next hop addresses, 159

viewing
CMS registration and service status, 218
connections

CM, 277
WAE, 276

traffic classifiers, 264
VIP (virtual IP) addresses, 112
VSS (Volume Shadow Copy Services), 66

W
WAAS (Wide Area Application Services), 3
WAE (Wide Area Application Engine), 33

appliances, 40
physical requirements website, 56
WAE model 512, 41
WAE model 612, 41
WAE model 7326, 41
WAE model 7341, 41
WAE model 7371, 42

architecture, 33
ATP engine, 36–37
CMS, 35
disk encryption, 34–35
interface manager, 35
network interception and bypass manager, 

36
reporting interface, 35

WAE (Wide Area Application Engine)
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compact flash cards, 33
compression statistics, 278
configuring

data centers, 348–349
with MHSRP, 156–157
Profile A site, 329–330
Profile B sites, 334–335
Profile C sites, 340–341

connections, viewing, 276
content switching, 109–110
dual data center configuration, 185–186
EtherChannel, 78–82
hardware, 38
inline interception, 105–108

cabling guidelines, 108
InlineGroup configuration, 108
multiple routers, 106
one-armed routing, 107
operating modes, 106

interception
data centers, 346–347
Profile A site, 328
Profile B sites, 334
Profile C sites, 338–339

interfaces
bandwidth, increasing, 78–82
configuring, 76
connectivity, 75–78
names, 77
standby interface feature, 82–86

large nonredundant branch office deployment 
configuration, 137

large redundant branch office off-path 
deployment, 154

licensing, 42
Linux platform, 33
mask/value distribution (data centers), 195–197
NetBIOS names, 316
Network Module Enhanced (NME-WAE), 

131–132
interface connectivity, 75
models, 39–40

nonredundant branch office in-path 
deployment, 120

PBR, 103–105
performance and scalability system limits, 43

Central Manager, 48–49

device memory, 43
disk capacity, 44–45
LAN throughput, 46–47
optimized TCP connections, 46
peers, 47–48
WAN bandwidth, 46–47

placement
data centers, 346–347
Profile A site, 328
Profile B sites, 334
Profile C sites, 338–339

primary interface, 210
redundant branch office in-path configuration, 

124
router-integrated network modules, 38

NME-WAE model 302, 39
NME-WAE model 502, 39
NME-WAE model 522, 40

setup script, 208–212
boot sequence interruption, 209
CM, 211
CMS, enabling, 212
device mode, defining, 210
primary interface, 210
running, 209

small to medium-sized nonredundant branch 
office configuration, 129

small to medium-sized redundant branch office
configuration, 148
deployment, 144

two-arm deployment configuration, 134
WAN

distribution switch configuration, 184
router configuration, 178–179

WCCP on LAN switch deployment 
configuration, 140

WAE model 512, 41
WAE model 612, 41
WAE model 7326, 41
WAE model 7341, 41
WAE model 7371, 42
WAFS AO (Wide Area File Services Application 

Optimizer), 65
advanced features, 66
performance, 66
requirements, 65–67

WAFS core clusters, creating, 291–292

WAE (Wide Area Application Engine)
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WAFS transport policies, 300
WANs (wide-area networks), 3

application performance barriers, 3
application layer, 4
Layer 4, 5–8
network infrastructure, 8–15
presentation layer, 4
session layer, 4
solutions, 15–16
transport protocols, 4

bandwidth, 9, 46–47
distribution switches

WAE configuration, 184
WCCP configuration, 180–183
WCCP enabled on, 179

edges
data center placement, 166
routers, 176–179

existing WAN topology case study, 325–326
latency, 11
network oversubscription, 9
optimization, 16–18, 247

application acceleration, 289–290
ATP, 261–269
automatic discovery, 251–253
DRE, 17–21, 249–250
enabling/disabling features, 253–254
EPM, 270–273
PLZ, 17, 21, 251
policy consistency, 269–270
statistics, 279–282
TFO,17, 22, 247–249
TFO blacklist operation, 255–257
TFO buffers, tuning, 257–261
trusted, 30

router configurations
Profile A sites, 330–331
Profile B sites, 336–337
Profile C sites, 341–345

topology, 56–58
WCCP (Web Cache Communication Protocol), 

86
configuring, 98–102

IOS, 100–102
router lists, 99

data center deployment, 175–186
dual data centers, 185– 186
WAN distribution switches, 180–184
WAN edge routers, 176–179
WCC, enabling, 175, 179

data center scalability, 192–198
client distribution, 194–195
WAE hash bucket distribution, 193–194
WAE mask/value distribution, 195–197

hardware-based platforms, 102–103
overview, 87
redirection

failure detection, 94
forwarding/return methods, 90–92
graceful shutdown, 95
load distribution, 92
redirect lists, 96–97
scalability, 95–96
service group placement, 97–98

redirection flow protection, 95
service groups, 87–90

attributes, 88–90
data centers, 171

small to medium-sized nonredundant branch 
office configuration, 129

WCCPv2 (Web Cache Coordination Protocol 
version 2), 36, 87

Web Cache Communication Protocol. See WCCP
web-cache service, 88
websites

Alarm Book, 70
Error Message Book, 70
NetQos SuperAgent, 59
Unicast Reverse Path Forwarding, 339
WAE appliance physical requirements, 56
WCCPv2 IETF draft, 87

well-known services, 88
Wide Area Application Services (WAAS), 3
Wide Area File Services Application Optimizer. 

See WAFS AO
Wide Area Application Engine. See WAE
wide-area networks. See WANs
window scaling (TFO), 22
WINS servers, configuring, 317
write-behinds, 25, 28

write-behinds
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