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CompTIA Security+ (Exam SY0-301)  
Objective lesson map 

OBJECTIVE CHAPTER

1.0 NETWORK SECURITY (21 PERCENT)

1.1 Explain the security function and purpose of network devices and technologies: Firewalls; 
Routers; Switches; Load Balancers; Proxies; Web security gateways; VPN concentrators; NIDS 
and NIPS (Behavior based, signature based, anomaly based, heuristic); Protocol analyzers; 
Sniffers; Spam filter, all-in-one security appliances; Web application firewall vs. network fire-
wall; URL filtering, content inspection, malware inspection

2

1.2 Apply and implement secure network administration principles: Rule-based management, 
Firewall rules, VLAN management, Secure router configuration, Access control lists, Port 
Security, 802.1x, Flood guards, Loop protection, Implicit deny, Prevent network bridging by 
network separation, Log analysis

2, 3

1.3 Distinguish and differentiate network design elements and compounds: DMZ, Subnetting, 
VLAN, NAT, Remote Access, Telephony, NAC, Virtualization, Cloud Computing (Platform as a 
Service, Software as a Service, Infrastructure as a Service)

3

1.4 Implement and use common protocols: IPSec, SNMP, SSH, DNS, TLS, SSL, TCP/IP, FTPS, HTTPS, 
SFTP, SCP, ICMP, IPv4 vs. IPv6

3

1.5 Identify commonly used default network ports: FTP, SFTP, FTPS, TFTP, TELNET, HTTP, HTTPS, 
SCP, SSH, NetBIOS

3

1.6 Implement wireless network in a secure manner: WPA, WPA2, WEP, EAP, PEAP, LEAP, MAC 
filter, SSID broadcast, TKIP, CCMP, Antenna Placement, Power level controls

3

2.0 COMPLIANCE AND OPERATIONAL SECURITY (18 PERCENT)

2.1 Explain risk related concepts: Control types (Technical, Management, Operational); False posi-
tives; Importance of policies in reducing risk (Privacy policy, Acceptable use, Security policy, 
Mandatory vacations, Job rotation, Separation of duties, Least privilege); Risk calculation (Like-
lihood, ALE, Impact); Quantitative vs. qualitative; Risk-avoidance, transference, acceptance, 
mitigation, deterrence; Risks associated to Cloud Computing and Virtualization

1, 4

2.2 Carry out appropriate risk mitigation strategies: Implement security controls based on risk, 
Change management, Incident management, User rights and permissions reviews, Perform 
routine audits, Implement policies and procedures to prevent data loss or theft

1, 4

2.3 Execute appropriate incident response procedures: Basic forensic procedures (Order of volatil-
ity, Capture system image, Network traffic and logs, Capture video, Record time offset, Take 
hashes, Screenshots, Witnesses, Track man hours and expense), Damage and loss control, 
Chain of custody, Incident response: (first responder)

1

2.4 Explain the importance of security related awareness and training: Security policy training and 
procedures; Personally identifiable information; Information classification: Sensitivity of data 
(hard or soft); Data labeling, handling and disposal; Compliance with laws, best practices and 
standards; User habits (Password behaviors, Data handling, Clean desk policies, Prevent tail-
gating, Personally owned devices); Threat awareness, (New viruses, Phishing attacks, Zero-day 
exploits); Use of social networking and P2P

4

2.5 Compare and contrast aspects of business continuity: Business impact analysis, Removing 
single points of failure, Business continuity planning and testing, Continuity of operations, 
Disaster recovery, IT contingency planning, Succession planning

4

Exam Objectives  The exam objectives listed here are current as of this book's publication date. Exam objectives are sub-
ject to change at any time without prior notice and at CompTIA’s sole discretion. Please visit the CompTIA Certifications 
webpage for the most current listing of exam objectives: http://certification.comptia.org/getCertified/certifications.aspx.



2.0 COMPLIANCE AND OPERATIONAL SECURITY (18 PERCENT)

2.6 Explain the impact and proper use of environmental controls: HVAC, Fire suppression, EMI 
shielding, Hot and cold aisles, Environmental monitoring, Temperature and humidity controls, 
Video monitoring

4

2.7 Execute disaster recovery plans and procedures: Backup / backout contingency plans or poli-
cies; Backups, execution and Frequency; Redundancy and fault tolerance (Hardware, RAID, 
Clustering, Load balancing, Servers); High availability; Cold site, hot site, warm site; Mean time 
to restore, mean time between failures, recovery time objectives and recovery point objectives

4

2.8 Exemplify the concepts of confidentiality, integrity and availability (CIA) 1

3.0 THREATS AND VULNERABILITIES (21 PERCENT)

3.1 Analyze and differentiate among types of malware: Adware, Virus, Worms, Spyware, Trojan, 
Rootkits, Backdoors, Logic bomb, Botnets

5

3.2 Analyze and differentiate among types of attacks: Man-in-the-middle, DDoS, DoS, Replay, 
Smurf attack, Spoofing, Spam, Phishing, Spim, Vishing, Spear phishing, Xmas attack, Pharming, 
Privilege escalation, Malicious insider threat, DNS poisoning and ARP poisoning, Transitive 
access, Client-side attacks

5

3.3 Analyze and differentiate among types of social engineering attacks: Shoulder surfing, 
Dumpster diving, Tailgating, Impersonation, Hoaxes, Whaling, Vishing

5

3.4 Analyze and differentiate among types of wireless attacks: Rogue access points, Interference, 
Evil twin, War driving, Bluejacking, Bluesnarfing, War chalking, IV attack, Packet sniffing

5

3.5 Analyze and differentiate among types of application attacks: Cross-site scripting, SQL 
injection, LDAP injection, XML injection, Directory traversal/command injection, Buffer 
overflow, Zero day, Cookies and attachments, Malicious add-ons, Session hijacking, 
Header manipulation

5

3.6 Analyze and differentiate among types of mitigation and deterrent techniques: Manual by- 
passing of electronic controls (Failsafe/secure versus failopen), Monitoring system logs (Event 
logs, Audit logs, Security logs, Access logs), Physical security (Hardware locks, Mantraps, 
Video surveillance, Fencing, Proximity readers, Access list), Hardening (Disabling unnecessary 
services, Protecting management interfaces and applications, Password protection, Disabling 
unnecessary accounts), Port security (MAC limiting and filtering, 802.1x, Disabling unused 
ports), Security posture (Initial baseline configuration, Continuous security monitoring, 
remediation), Reporting (Alarms, Alerts, Trends), Detection Controls vs. prevention controls 
(IDS vs. IPS, Camera vs. guard)

6

3.7 Implement assessment tools and techniques to discover security threats and vulnerabilities: 
Vulnerability scanning and interpret results, Tools (Protocol analyzer, Sniffer, Vulnerability 
scanner, Honeypots, Honeynets, Port scanner), Risk calculations (Threat vs. likelihood), 
Assessment types (Risk, Threat, Vulnerability), Assessment technique (Baseline reporting, 
Code review, Determine attack surface, Architecture, Design reviews)

7

3.8 Within the realm of vulnerability assessments, explain the proper use of penetration testing 
versus vulnerability scanning: Penetration testing (Verify a threat exists, Bypass security 
controls, Actively test security controls, Exploiting vulnerabilities), Vulnerability scanning 
(Passively testing security controls, Identify vulnerability, Identify lack of security controls, 
Identify common misconfiguration), Black box, White box, Gray box

7

4.0 APPLICATION, DATA AND HOST SECURITY (16 PERCENT)

4.1 Explain the importance of application security: Fuzzing, Secure coding Concepts (Error and 
exception handling, Input validation), Cross-site scripting prevention, Cross-site Request 
Forgery (XSRF) prevention, Application configuration baseline (proper settings), Application 
hardening, Application patch management

8

4.2 Carry out appropriate procedures to establish host security: Operating system security and 
settings, Anti-malware (Anti-virus, Anti-spam, Anti-spyware, Pop-up blockers, Host-based 
firewalls), Patch management, Hardware security (Cable locks, Safe, Locking cabinets), Host 
software baselining, Mobile devices (Screen lock, Strong password, Device encryption, Remote 
wipe/sanitation, Voice encryption, GPS tracking), Virtualization

9

4.3 Explain the importance of data security: Data Loss Prevention (DLP), Data encryption (Full disk, 
Database, Individual files, Removable media, Mobile devices), Hardware based encryption 
devices (TPM, HSM, USB encryption, Hard drive), Cloud Computing

10



5.0 ACCESS CONTROL AND IDENTITY MANAGEMENT (13 PERCENT)

5.1 Explain the function and purpose of authentication services: RADIUS, TACACS, TACACS+, 
Kerberos, LDAP, XTACACS

11

5.2 Explain the fundamental concepts and best practices related to authentication, authorization 
and access control: Identification vs. authentication, Authentication (single factor) and authori-
zation, Multifactor authentication, Biometrics, Tokens, Common access card, Personal identifi-
cation verification card, Smart card, Least privilege, Separation of duties, Single sign on, ACLs, 
Access control, Mandatory access control, Discretionary access control, Role/rule-based access 
control, Implicit deny, Time of day restrictions, Trusted OS, Mandatory vacations, Job rotation

5.3 Implement appropriate security controls when performing account management: Mitigates is-
sues associated with users with multiple account/roles, Account policy enforcement (Password 
complexity, Expiration, Recovery, Length, Disablement, Lockout), Group based privileges, User 
assigned privileges

11

6.0 CRYPTOGRAPHY (11 PERCENT) 

6.1 Summarize general cryptography concepts: Symmetric vs. asymmetric, Fundamental differ-
ences and encryption methods (Block vs. stream), Transport encryption, Non-repudiation, 
Hashing, Key escrow, Steganography, Digital signatures, Use of proven technologies, Elliptic 
curve and quantum cryptography

12

6.2 Use and apply appropriate cryptographic tools and products: WEP vs. WPA/WPA2 and pre-
shared key, MD5, SHA, RIPEMD, AES, DES, 3DES, HMAC, RSA, RC4, One-time-pads, CHAP, PAP, 
NTLM, NTLMv2, Blowfish, PGP/GPG, Whole disk encryption, TwoFish, Comparative strengths of 
algorithms, Use of algorithms with transport encryption (SSL, TLS, IPSec, SSH, HTTPS)

12

6.3 Explain the core concepts of public key infrastructure: Certificate authorities and digital 
certificates (CA, CRLs), PKI, Recovery agent, Public key, Private key, Registration, Key escrow, 
Trust models

12

6.4 Implement PKI, certificate management and associated components: Certificate authorities 
and digital certificates (CA, CRLs), PKI, Recovery agent, Public key, Private keys, Registration, 
Key escrow, Trust models

12
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Introduction

This training kit is designed for information technology (IT) professionals who want to earn 
the CompTIA Security+ certification. It is assumed that you have a basic understanding of 

computers and operating systems. However, the CompTIA Security+ certification is an entry-
level certification, so you are not expected to have any in-depth knowledge to use this training 
kit.

To become a CompTIA Security+ certified technician, you must take and pass the SY0-301 
exam. The primary goal of this training kit is to help you build a solid foundation of IT knowl-
edge so that you can successfully pass the exam the first time you take it. 

The materials covered in this training kit and on exam SY0-301 relate to the technologies 
a successful security professional is expected to understand. These include risk management, 
infrastructure security, application security, policy, and confidentiality/integrity/availability con-
trols. You can download the objectives for the SY0-301 exam from the CompTIA website here: 

http://certification.comptia.org/Training/testingcenters/examobjectives.aspx 

By using this training kit, you will learn how to do the following:

■■ Conduct risk assessment and risk management activities.

■■ Respond to a security incident.

■■ Understand the risks associated with cloud computing and virtualization.

■■ Explain the various types of network security devices and technologies.

■■ Design a network with adequate security controls.

■■ Administer network security controls on an ongoing basis.

■■ Secure wireless networks with acceptable encryption.

■■ Provide adequate environmental and operational security controls.

■■ Understand the threats on the security landscape.

■■ Deploy defenses to prevent and mitigate attacks.

■■ Conduct vulnerability assessments and manage vulnerabilities.

■■ Secure applications against attack.

■■ Secure operating systems against common threats.

■■ Use encryption to protect information at rest and in motion.

■■ Deploy access controls to implement identification, authentication, and authorization.

Refer to the objective mapping page in the front of this book to see where in the book 
each exam objective is covered.
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About the exam
The SY0-301 exam is focused on skills required to secure systems, applications, and networks. 
It includes objectives in the following six areas:

■■ Network security (21 percent of exam)

■■ Compliance and operational security (18 percent of exam)

■■ Threats and vulnerabilities (21 percent of exam)

■■ Application, data, and host security (16 percent of exam)

■■ Access control and identity management (13 percent of exam)

■■ Cryptography (11 percent of exam)

The current version of the exam became available in 2011. Over the years, more than 
45,000 people around the world have earned the CompTIA Security+ certification. Informa-
tion security professionals often start with the CompTIA Security+ certification to lay a solid 
foundation of information security knowledge and later move on to higher-level certifications 
and better-paying jobs. Among those test takers are those who are working to meet the US 
Department of Defense’s Directive 8570.01-M, which lists the CompTIA Security+ exam as 
one of the required certifications for employees and contractors who perform information 
security work.

The CompTIA Security+ exam has a maximum of 100 questions, including both multiple-
choice and performance-based questions. You will have 90 minutes in which to take the test, 
and a score of 750 on a scale of 100-900 is considered a passing score. You can find more 
information about the exam at: 

http://certification.comptia.org/getCertified/certifications/security.aspx

Prerequisites
CompTIA recommends that test takers have the CompTIA Network+ certification as well as 
two years of technical networking experience with an emphasis on information security work. 

Note that this is not a requirement to take the exams. Anyone can take the exams after 
paying for them, and if they pass, they earn the certification. However, you’ll have the best 
chance of success if you have been studying and working with networks and information 
security professionally and are familiar with the material in the CompTIA Network+ exam. 
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Performance-based testing
A significant difference in the SY0-301 exam over previous versions is the introduction of 
performance-based testing. Instead of just using multiple-choice questions, CompTIA is intro-
ducing questions that will require you to perform a task. You should expect to see somewhere 
around three of these questions on the exam, so don’t stress over them. 

Imagine that you wanted to know if a person could ride a bike. You could ask some multiple-
choice questions but you’ll find that these questions aren’t always reliable. A person might an-
swer questions correctly but not be able to actually ride the bike. Put the person in front of a 
bike, ask them to ride it, and you’ll quickly know whether they can or not. Performance-based 
testing uses this philosophy to see if the candidate has a skill.

Consider this multiple-choice question:

1.	 What TCP port is used for SMTP traffic by default? 

A.	 21

B.	 23

C.	 25

D.	 80

The correct answer is port 25. 

In a performance-based question, you might instead be asked to complete a set of firewall 
rules by filling in the missing information. This might include selecting the ports correspond-
ing to several services and specifying which rules should be set to allow or deny traffic.

When it’s a multiple-choice question, you have a 25-percent chance of getting it correct. 
In a performance-based question, there are an infinite number of possibilities, and the test 
designers are able to test you on multiple concepts or facts simultaneously.

Throughout the book, we’ve included steps and instructions on how to do many tasks with 
performance-based testing in mind. If you do these tasks as you work through the book, 
you’ll be better prepared to answer these performance-based tests. 

Study tips
There’s no single study method that works for everyone, but there are some common tech-
niques that many people use to successfully pass these exams. These include:

■■ Setting a goal  Pick a date when you expect to take the exam, and set your goal to 
take it then. The date is dependent on how long it will take you to read the chapters 
and your current knowledge level. You might set a date two months from now, four 
months from now, or something else. However, pick a date and set a goal. 
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■■ Taking notes  If concepts aren’t familiar to you, take the time to write them down. 
The process of transferring the words from the book, through your head, and down to 
your hand really helps to burn the knowledge into your brain.

■■ Reading your notes  Go back over your notes periodically to see what has stuck, and 
what you need to review more. You can’t bring notes with you into the testing area, 
but you can use them to review key material before the exam.

■■ Using flash cards  Some people get a lot out of flash cards that provide a quick test 
of knowledge. These help you realize what you don’t know and what you need to 
brush up on. Many practice test programs include flash cards, so you don’t necessarily 
have to create them yourself.

■■ Reviewing the objectives  This is what CompTIA says they’ll test you on. Sometimes 
just understanding the objective will help you predict a test question and answer it 
correctly.

■■ Recording your notes  Many people record their notes in an MP3 player and play 
them back regularly. You can listen while driving, while exercising, or just about any 
time. Some people have a partner read the notes, which can give an interesting twist 
to studying.

■■ Taking the practice test questions on the CD  The practice test questions on the 
CD are designed to test the objectives for the exam but at a deeper level than you’ll 
have on the live exam. Each question includes detailed explanations on why the correct 
answer is correct, and why the incorrect answers are incorrect. Ideally, you should be 
able to look at the answers to any question and not just know the correct answer, but 
also why the incorrect answers are incorrect.

System requirements

The actual system requirements to use this book are minimal. The only requirement is a com-
puter you can use to install the practice tests on the companion CD. 

Many of the examples in the book use Windows 7 and Linux or Mac OS X. In most organi-
zations, security staff work with a variety of operating systems, and we have attempted to re-
flect that in this book. You will find that most Windows commands remain the same whether 
you are using Windows XP, Windows Vista, Windows 7, or Windows 8, with most differences 
appearing in the menus used to get to settings. Thus, if you only have a Windows XP–based 
system to practice Windows commands with, you can still expect to successfully learn the 
critical practical techniques covered in the book. 
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Instead of having two or three separate computers to allow you to run Windows and Linux, 
you can use a single PC with virtualization software hosting these operating systems, or a 
Linux Live-CD or USB flash drive bootable system to work with. The next section provides 
suggested hardware requirements for running a virtualized workstation for practice. Booting 
into a LiveCD or portable Linux distribution can also be done on similar hardware.

Hardware requirements for virtualization
If you plan to use virtualization, your computer should have the following:

■■ A processor that includes hardware-assisted virtualization (AMD-V or Intel VT) that is 
enabled in the BIOS. (Note that you can run Windows Virtual PC without Intel-VT or 
AMD-V.) Ideally, the processor will be a 64-bit processor so that you can have more 
RAM.

■■ At least 2.0 GB of RAM, but more is strongly recommended, and 4 GB is often a more 
practical minimum.

■■ 20 GB of available hard disk space for a single VM, and at least 80 GB of total hard disk 
space for a system running virtual machines.

■■ Internet connectivity.

Software requirements 
Most of the examples in this book use Windows 7, Linux, or Mac OS X. Virtualization allows 
you to use all three simultaneously, which can ease your learning experience. Fortunately, 
there are several free virtualization software packages available, including Windows Virtual 
PC, VirtualBox, and VMWare Player. 

Oracle provides VirtualBox as a free download from https://www.virtualbox.org/
wiki/Downloads, and you can download a free version of VMware Player from  
http://www.vmware.com/products/player/overview.html. Both VirtualBox and VMware 
Player support 64-bit host machines, but you can only run 32-bit hosts within Windows 
Virtual PC.

Linux virtual machines are commonly available, including BackTrack Linux, a security-
focused distribution that combines an excellent collection of security tools into a down
loadable virtual machine. You can download BackTrack Linux at http://www.backtrack-linux.org/	
downloads/. For the purposes of the examples in this book, most common Linux security 
distributions are also valid options.

https://www.virtualbox.org/wiki/Downloads
https://www.virtualbox.org/wiki/Downloads
http://www.vmware.com/products/player/overview.html
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Using the companion CD

A companion CD is included with this training kit. The companion CD contains the following:

■■ Practice tests  You can reinforce your understanding of the topics covered in this 
training kit by using electronic practice tests that you customize to meet your needs. 
You can practice for the SY0-301 certification exam by using tests created from a pool 
of 200 realistic exam questions, which give you many practice exams to ensure that 
you are prepared.

■■ An ebook download  Instructions to download the electronic version (eBook) of this 
book is included for when you do not want to carry the printed book with you.

NOTE  COMPANION CONTENT FOR DIGITAL BOOK READERS

If you bought a digital-only edition of this book, you can enjoy select content from the 
print edition’s companion CD. Visit http://aka.ms/CompTIASecurityTK/files to get your 
downloadable content.

How to install the practice tests
To install the practice test software from the companion CD to your hard disk, perform the 
following steps:

1.	 Insert the companion CD into your CD drive and accept the license agreement. A CD 
menu appears.

NOTE  IF THE CD MENU DOES NOT APPEAR

If the CD menu or the license agreement does not appear, AutoRun might be disabled 
on your computer. Refer to the Readme.txt file on the CD for alternate installation 
instructions.

2.	 Click Practice Tests and follow the instructions on the screen.

http://aka.ms/CompTIASecurityTK/files
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How to use the practice tests
To start the practice test software, follow these steps:

1.	 Click Start, All Programs, and then select Microsoft Press Training Kit Exam Prep. 

A window appears that shows all the Microsoft Press training kit exam prep suites 
installed on your computer.

2.	 Double-click the practice test you want to use.

When you start a practice test, you choose whether to take the test in Certification Mode, 
Study Mode, or Custom Mode:

■■ Certification Mode  Closely resembles the experience of taking a certification exam. 
The test has a set number of questions. It is timed, and you cannot pause and restart 
the timer.

■■ Study Mode  Creates an untimed test during which you can review the correct an-
swers and the explanations after you answer each question.

■■ Custom Mode  Gives you full control over the test options so that you can customize 
them as you like.

In all modes, the user interface when you are taking the test is basically the same but with 
different options enabled or disabled depending on the mode. 

When you review your answer to an individual practice test question, a “References” sec-
tion is provided that lists where in the training kit you can find the information that relates to 
that question and provides links to other sources of information. After you click Test Results 
to score your entire practice test, you can click the Learning Plan tab to see a list of references 
for every objective.

How to uninstall the practice tests
To uninstall the practice test software for a training kit, use the Program And Features option 
in Windows Control Panel.
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CompTIA professional certification program

CompTIA professional certifications cover the technical skills and knowledge needed to suc-
ceed in a specific IT career. Certification is a vendor-neutral credential. An exam is an inter-
nationally recognized validation of skills and knowledge and is used by organizations and 
professionals around the globe. CompTIA certification is ISO 17024 Accredited (Personnel 
Certification Accreditation) and, as such, undergoes regular reviews and updates to the exam 
objectives. CompTIA exam objectives reflect the subject areas in an edition of an exam and 
result from subject matter expert workshops and industry-wide survey results regarding the 
skills and knowledge required of a professional with a number of years of experience.

MORE INFO  COMPTIA CERTIFICATIONS

For a full list of CompTIA certifications, go to http://certification.comptia.org/getCertified/
certifications.aspx.

Training materials given the CAQC seal has gone through a rigorous approval 
process to confirm the content meets exam objectives, language standards, neces-
sary hands-on exercises and labs and applicable Instructional Design standards.

How certification helps your career

Certification can help your Security career in the following ways:

■■ Security is one of the highest demand job categories  Growing in importance 
as the frequency and severity of security threats continues to be a major concern for 
organizations around the world.

■■ Jobs for security administrators are expected to increase by 18%  The skill set 
required for these types of jobs maps to the CompTIA Security+ certification. 

■■ Network Security Administrators  Can earn as much as $106,000 per year. 

■■ CompTIA Security+ is the first step  In starting your career as a Network Security 
Administrator or Systems Security Administrator. 

■■ More than ¼ million  Individuals worldwide are CompTIA Security+ certified.

http://certification.comptia.org/getCertified/certifications.aspx
http://certification.comptia.org/getCertified/certifications.aspx
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■■ CompTIA Security+ is regularly used in organizations  Such as Hitachi Systems, Fuji 
Xerox, HP, Dell,  and a variety of major U.S. government contractors.

■■ Approved by the U.S. Department of Defense (DoD)  As one of the required certifi-
cation options in the DoD 8570.01-M directive, for Information Assurance Technical Level 
II and Management Level I job roles.

It pays to get certified 

In a digital world, digital literacy is an essential survival skill. Certification demonstrates that 
you have the knowledge and skill to solve technical or business problems in virtually any busi-
ness environment. CompTIA certifications are highly- valued credentials that qualify you for 
jobs, increased compensation and promotion.

Some of the primary benefits individuals report from becoming Security+ certified are:

■■ More efficient troubleshooting

■■ Improved career advancement

■■ More insightful problem solving

Four steps to getting certified and staying certified

If you want to get certified and stay certified, follow these steps:

1.	 Review Exam Objectives  Review the Certification objectives to make sure you 
know what is covered in the exam. Visit http://certification.comptia.org/examobjectives.
aspx for information.

2.	 Practice for the Exam  After you have studied for the certification, review and answer 
the sample questions to get an idea what type of questions might be on the exam. Go to 
http://certification.comptia.org/samplequestions.aspx for additional information.

http://certification.comptia.org/examobjectives.aspx
http://certification.comptia.org/examobjectives.aspx
http://certification.comptia.org/samplequestions.aspx%20
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3.	 Purchase an Exam Voucher  Purchase exam vouchers on the CompTIA Marketplace, 
which is located at: www.comptiastore.com

4.	 Take the Test  Go to the Pearson VUE website and schedule a time to take your 
exam. Visit http://www.pearsonvue.com/comptia/ for information.

Stay certified! Take advantage of continuing education
Effective January 1, 2011, new CompTIA Security+ certifications are valid for three years from 
the date of certification. There are a number of ways the certification can be renewed. For 
more information, go to http://certification.comptia.org/ce.

How to obtain more information

You can obtain more information about CompTIA in several ways:

■■ Visit CompTIA online: At http://certification.comptia.org/home.aspx to learn more 
about getting CompTIA certified.

■■ Contact CompTIA: Call 866-835-8020 and choose Option 2 or email questions@comp-
tia.org.

■■ Connect with us:

■■ LinkedIn  http://www.linkedin.com/groups?home=&gid=83900

■■ Facebook  http://www.facebook.com/CompTIA

■■ Twitter  https://twitter.com/comptia

■■ Flickr  http://www.flickr.com/photos/comptia

■■ YouTube  http://www.youtube.com/user/CompTIATV
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Support & feedback

The following sections provide information on errata, book support, feedback, and contact 
information. 

Errata
We’ve made every effort to ensure the accuracy of this book and its companion content. 
Any errors that have been reported since this book was published are listed on our Microsoft 
Press site: 

http://aka.ms/CompTIASecurityTK/errata

If you find an error that is not already listed, you can report it to us through the same page.

If you need additional support, email Microsoft Press Book Support at: 

mspinput@microsoft.com.
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Preparing for the exam

The CompTIA Security+ exam is a great way to build your resume, and to show potential em-
ployers that you have the knowledge you need for a career in information security. This book 
covers the CompTIA Security+ body of knowledge, and includes both real-world knowledge 
and practical explanations that will help you apply what you learn in the real world.

As you prepare for the exam, we recommend that you use the self-check questions in 
the book to help test your knowledge as your read each chapter. When you’re ready to test 
your knowledge, use the included self-tests to take the next step to prepare for the exam. If 
you want more hands-on classroom experience, you might also choose to take the CompTIA 
Security+ professional certification course.
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Risk management and 
incident response

Information security is the art and practice of managing the 
confidentiality, integrity, and availability risks associated with in-

formation. As you begin your exploration of the field, it is best to 
start with that in mind. In this chapter, we’ll explore the process 
that security professionals use to identify, assess, and manage the 
risks facing their organizations. We will also review the incident 
response procedures used when a risk materializes. 

Exam objectives in this chapter:
Objective 2.1:  Explain risk related concepts

■■ Control types

■■ Technical

■■ Management

■■ Operational

■■ Risk calculation

■■ Likelihood

■■ ALE

■■ Impact

■■ Quantitative vs. qualitative

■■ Risk-avoidance, transference, acceptance, mitigation, deterrence

■■ Risks associated to Cloud Computing and Virtualization

Objective 2.2:  Carry out appropriate risk mitigation strategies

■■ Implement security controls based on risk

■■ Change management

I M P O R T A N T

Have you read 
page xxxi?
It contains valuable 
information regarding 
the skills you need to 
pass the exam.
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■■ Incident management

■■ User rights and permissions reviews

■■ Perform routine audits

Objective 2.3:  Execute appropriate incident response procedures

■■ Basic forensic procedures

■■ Order of volatility

■■ Capture system image

■■ Network traffic and logs

■■ Capture video

■■ Record time offset

■■ Take hashes

■■ Screenshots

■■ Witnesses

■■ Track man hours and expense

■■ Damage and loss control

■■ Chain of custody

■■ Incident response: first responder 

Objective 2.8:  Exemplify the concepts of confidentiality, integrity and availability (CIA)

CIA and DAD triads

Security professionals, tasked with protecting the information assets of an organization, typi-
cally think of their responsibilities in three realms: confidentiality, integrity, and availability 
(CIA). Adversaries, seeking to disrupt an organization’s security, have three corresponding 
goals in mind: disclosure, alteration, and denial (DAD). These models, shown in Figure 1-1, are 
known as the CIA and DAD triads and are the classic models embraced by security profession-
als around the world.

FIGURE 1-1  The CIA and DAD triads are the classic models of information security principles.
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Confidentiality and disclosure
The goal of confidentiality is to prevent unauthorized access to sensitive information. Quite 
simply, it is to keep secrets secret. Achieving confidentiality first requires that an organiza-
tion classify its data—identifying which information assets are worthy of protection and the 
appropriate level of protection for each. For example, an organization might consider design 
documents for an unreleased product highly sensitive due to their competitive value. On the 
other hand, the internal phone book might be considerably less sensitive. Organizing confi-
dential information into different data classifications allows security professionals to design 
appropriate controls, focusing scarce resources on the most sensitive data.

Adversaries, on the other hand, pursue the goal of disclosure, gaining access to sensitive 
information without permission. They may want to use this information for personal gain, to 
embarrass the organization publicly, or to simply make information freely available. 

Real world

WikiLeaks
The WikiLeaks website, made famous by disclosures of sensitive US government infor-
mation by Bradley Manning in 2010 and Edward Snowden in 2013, is dedicated to the 
disclosure of information that governments and corporations may find embarrassing.

Integrity and alteration
Security professionals also pursue the goal of integrity, ensuring that information is only 
modified or deleted by authorized means. Protecting the integrity of information requires 
controls against deliberate alteration by adversaries—such as an employee seeking to modify 
his payroll information without permission. It also requires protection against unintentional 
alteration, such as the corruption of data due to a software or hardware failure.

MORE INFO  INTEGRITY CONTROLS

Chapter 4, “Operational and environmental security,” covers integrity controls in more 
detail and includes a discussion of disaster recovery and business continuity procedures.

Availability and denial
It’s not sufficient for security professionals to provide confidentiality and integrity con-
trols. These must be supplemented with availability protection that ensures that authorized 
individuals have access to information when needed. Denial attacks occur when an adversary 
is able to successfully interrupt the availability of information, such as through a denial of ser-
vice (DoS) attack. Adversaries might also attempt to harness many systems around the world 
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to simultaneously perform a denial attack by using a technique known as distributed denial of 
service (DDoS).

MORE INFO  DOS AND DDOS ATTACKS

Chapter 5, “Threats and attacks,” includes a discussion of denial of service and distributed 
denial of service attacks.

Quick check
1.	 What are the three goals of information security professionals?

2.	 What are the corresponding three goals of hackers?

Quick check answers
1.	 Confidentiality, integrity, and availability

2.	 Disclosure, alteration, and denial

Risk assessment and mitigation

In order to meet the three goals of confidentiality, integrity, and availability, security profes-
sionals must have a solid understanding of the specific risks facing their organization. These 
will vary, depending upon the organization’s line of business, types of information handled, 
and even physical location. For example, an educational institution might consider the loss 
of student records, preventing grades from being issued, to be its greatest risk; whereas a 
military unit might believe that its greatest risk is the disclosure of secret plans that might lead 
to the death of personnel. Similarly, a business located in Florida might be very concerned 
about the risk posed by a hurricane, whereas a business in Nebraska would worry more about 
tornados.

To perform an assessment of risks, we first must have a common language. There are three 
important terms related to risk assessment:

■■ Vulnerabilities  Weaknesses in an organization’s security controls that might allow a 
breach of confidentiality, integrity, or availability. Vulnerabilities are internal factors.

■■ Threats  External forces that might undermine the security controls of an organization.

■■ Risks  Situations that occur when there is an intersection of a vulnerability in an 
organization’s security controls and a threat that seeks to exploit that vulnerability 
(see Figure 1-2).

Key 
Terms
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FIGURE 1-2  This equation shows the relationship between threats, vulnerabilities, and risks.

Consider the example of a web server that contains sensitive, password-protected informa-
tion that has limited distribution to the customers of an organization. An individual who seeks 
to gain access to this information without paying is a threat to the confidentiality of that data. 
A misconfiguration in the web server that allows unlimited attempts to guess the password is 
a vulnerability. The combination of this vulnerability with a corresponding threat seeking to 
exploit it presents the risk that the organization’s information will be stolen.

A vulnerability without a corresponding threat does not pose a risk to the organization. 
For example, an organization’s data center might be vulnerable to flooding. If the data center 
is in a desert environment where there is no threat of flooding, there is no risk to manage. Simi-
larly, a threat without a corresponding vulnerability also does not pose a risk. If an intruder 
knows how to pick locks, he may pose a threat to your organization, but if you use locks that 
have keypads rather than keys, they are not vulnerable to this threat. (Of course, they remain 
vulnerable to an intruder who knows how to defeat the keypad!)

Organizations seeking to secure their information normally begin with a risk identification 
process that enumerates the threats facing the organization, the vulnerabilities in the organi-
zation’s existing security controls, and the risks that result from intersections between these 
threats and vulnerabilities. 

Likelihood and impact
After an organization identifies those threats and vulnerabilities that pose a risk to their infor-
mation assets, the next step in the risk assessment process is to evaluate the priority of those 
risks based upon two factors:

■■ The likelihood that a risk will materialize. Some risks are simply more likely than others, 
depending upon the nature of the vulnerability or threat. For example, the threat of a 
physical break-in is much more likely to occur in a high-crime urban environment than 
it is on a military base located in a desert.

■■ The impact that a risk will have on the organization if it does materialize. Some breaches 
of confidentiality, integrity, or availability will have more disruptive impacts on an or-
ganization than others. For example, a successful website denial of service attack might 
have low impact on a construction firm, but the same attack would be disastrous for an 
e-commerce retailer that depends upon the website to generate revenue.

Organizations might perform this risk assessment by using techniques that fall into two 
different categories: qualitative techniques and quantitative techniques.
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Qualitative risk assessment
Qualitative risk assessment uses the subjective judgment of experts to evaluate the likeli-
hood and impact of risks facing the organization. The process used to create a qualitative risk 
assessment can range significantly, depending upon the sophistication of the organization. 
Some organizations with advanced risk assessment capabilities have standing executive com-
mittees that meet regularly to discuss and evaluate risks. In less formal approaches, several 
experts at lower levels in the organization might work together to develop a qualitative risk 
assessment.

Regardless of the approach, qualitative assessments rely upon the judgment and institu-
tional knowledge of these individuals to rank risks based upon the likelihood that they will 
occur and the impact on the organization if they do. The most common approach is to assign 
each risk a rating of “high,” “moderate,” or “low” for both likelihood and impact. The results 
can then be visually portrayed in a matrix similar to the one shown in Figure 1-3.

FIGURE 1-3  A matrix such as this can be used for qualitative risk assessment.

Using this type of visual approach for a qualitative risk assessment allows decision-makers 
to easily grasp the priority of addressing each risk. In the matrix shown in Figure 1-3, it is 
apparent that the greatest risk facing the organization is a denial of service attack on the 
website (high likelihood, high impact). If the organization’s chief information officer is trying 
to decide between investing in availability controls that will reduce the likelihood that the 
risk will materialize or purchasing anti-theft devices for encrypted laptops, she will be able 
to make the decision easily after reviewing the qualitative risk assessment. Improving the 
availability controls addresses a much more significant risk than protecting encrypted laptops 
against theft (low likelihood, low impact).
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Quantitative risk assessment
Quantitative risk assessments take a more rigorous approach, using numeric data to perform 
risk calculations in terms of financial value. This requires the use of several factors and formulas:

■■ Organizations must first identify the asset value (AV) for each asset covered by the 
risk assessment. AV is normally expressed in terms of dollar value. This can be done 
by using a variety of valuation techniques, such as purchase price, replacement cost, 
or depreciated value. It’s a good idea to consult your organization’s financial division 
to ensure that the asset valuation technique used in your risk assessment process is 
consistent with organizational standards.

NOTE  DETERMINING ASSET VALUE

Identifying the value of an asset can be quite difficult, especially for information assets. 
It’s easy to put a value on a server by using either the purchase price or replacement 
cost. But what is the value of a list of employee Social Security numbers (SSNs)? One 
way of valuing such intangible assets is to estimate the costs you would incur if the 
information were disclosed or lost.

■■ For each risk facing an asset, the risk assessment process next identifies the exposure 
factor (EF). The exposure factor is the amount of damage that would occur to an asset 
if the risk were to materialize; this is normally expressed as a percentage. For example, 
if the risk of fire is likely to destroy half of a data center, the EF is 50 percent.

■■ The last input into the quantitative risk assessment process is the annualized rate of 
occurrence (ARO). This is the likelihood that the risk will materialize, expressed as the 
number of times the risk is expected to occur in a typical year. The value may be less 
than one if the risk is expected less than once per year. For example, a business located 
in a 100-year flood plain expects flooding once every 100 years. The ARO for this risk 
would be 1 in 100, or 0.01.

■■ Next, the risk assessment process calculates the single loss expectancy (SLE). This is the 
impact of the risk, expressed as the financial loss that occurs each time the risk materi-
alizes; it is calculated by using this formula:

SLE = AV × EF

■■ Finally, the risk is calculated as the product of likelihood (ARO) and impact (SLE) by 
using this formula:

ALE = SLE × ARO

This formula provides the annualized loss expectancy (ALE), or the expected financial 
loss that will occur due to the risk in a typical year.
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NOTE  CLOUD COMPUTING RISKS

The rapid adoption of cloud computing services in many organizations poses new risks 
that must be brought into the risk assessment process. If you use cloud services in your 
organization, you should ensure that your process includes the identification and 
assessment of cloud-related risks, including:

■■ Information being stolen from the cloud provider.

■■ Another user of a shared cloud service gaining access to your data stored on a 
shared server.

■■ The cloud provider suddenly going out of business, leaving you unable to 
access your data.

■■ An outage at the cloud provider causing them to violate their service level 
agreement (SLA).

■■ The activity of another customer in the cloud service causing service degrada-
tion that disrupts your service.

Let’s work through an example of quantitative risk assessment. Consider a data center lo-
cated in the San Francisco Bay Area. Risk managers for the firm owning the data center would 
certainly be interested in assessing the risk associated with an earthquake damaging the data 
center. Here’s the process they would go through to do this by using quantitative techniques:

1.	 Identify the asset value (AV). They might do this by consulting data center construction 
experts and determining that the replacement cost of the data center would be $20 
million. (AV = $20 million)

2.	 Determine the exposure factor (EF). Consulting with those same experts might iden-
tify that the data center would be half destroyed by a significant earthquake. (EF = 
50 percent)

3.	 Identify the annualized rate of occurrence (ARO). This is the likelihood of an earth-
quake occurring in a particular year. The US Geological Survey estimates that the Bay 
Area is likely to suffer an earthquake causing extensive damage once every 30 years. 
(ARO = 0.03)

4.	 Calculate the single loss expectancy (SLE). This is the impact of an earthquake, expressed 
as the financial loss that a single earthquake would create, and is calculated as the prod-
uct of the asset value and exposure factor:

SLE = AV × EF	
SLE = $20 million × 50 percent	
SLE = $10 million
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5.	 Calculate the annualized loss expectancy (ALE). This is the risk, expressed as the finan-
cial loss from earthquakes expected in a typical year:

ALE = SLE × ARO	
ALE = $10 million × 0.03	
ALE = $300,000

A risk manager can now use the annualized loss expectancy to make risk-based decisions. 
For example, an earthquake insurance policy with a $50,000 annual premium would be a 
good investment! 

Managing risk
After an organization completes a risk assessment, it has a clear picture in quantitative 
and/or qualitative terms that allows it to prioritize the risks facing the organization. Security 
professionals must then take action to manage those risks. They have five options at their 
disposal: risk avoidance, risk transference, risk mitigation, risk deterrence, and risk acceptance. 
They can select one or more of these strategies for each risk identified in the risk assessment.

Risk avoidance
In a risk avoidance strategy, the organization changes its business activities to avoid the risk 
entirely. For example, an organization considering the earthquake risk described in the quan-
titative risk assessment section of this chapter might decide that the risk is simply too high 
to justify and decide to relocate the data center to an area that is not threatened by earth-
quakes. In other cases, an organization might be able to stop performing a particular activity 
that creates risk. For example, an organization concerned about the theft of Social Security 
numbers might decide to stop collecting them and purge them from its databases.

Risk avoidance is often a dramatic step that involves significant time and expense to imple-
ment. In many cases, business requirements prevent the use of this strategy because of the dis-
ruption of necessary business activity. For example, a credit card processing company cannot 
decide to entirely avoid the risk of handling highly sensitive credit card information without 
going out of business!

Risk transference
Risk transference moves the impact of a risk from one entity to another. The most common 
form of transferring risk is the purchase of an insurance policy where, in exchange for a peri-
odic premium payment, an insurance company agrees to accept the financial risk associated 
with an asset or activity. Businesses often purchase insurance policies for fire, accident, theft, 
and other risks. It is also becoming more common to see organizations purchase insurance 
that protects against information security liabilities.
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Another form of risk transference takes place when two entities sign a contract that contains 
an indemnification clause. When placed into a contract, an indemnification clause specifies 
the terms under which one entity will assume responsibility, especially financial responsibility, 
for a particular type of liability. For example, a company that provides you with cloud services 
might indemnify you against the risk that their software violates the intellectual property 
of a third party. In the event that a third party later attempted to sue you for damages, the 
indemnification clause of your contract would transfer liability for those damages to the cloud 
provider.

Risk mitigation
The most common risk management strategy followed by information security professionals 
is risk mitigation. In this strategy, security professionals use controls designed to reduce the 
likelihood that a risk will affect an organization and/or the impact that a risk will have on the 
organization if it materializes.

When an organization decides to adopt a risk mitigation approach, it designs and imple-
ments one or more security controls that can be directly mapped to that risk. For example, an 
organization seeking to reduce the risk of network intrusion might decide to install a network 
firewall, a network intrusion prevention system, and monitoring software. Each of these three 
controls can then be directly mapped to the risk of network intrusion.

NOTE  VIRTUALIZATION RISKS

The increased use of virtualization to host multiple guest operating systems on a single 
hardware platform promises reduced costs and increased efficiencies, prompting many IT 
organizations to pursue virtualization strategies. Security professionals in organizations 
adopting virtualization have additional risks that they should consider mitigating. For ex-
ample, they should take steps to ensure that it is not possible for someone working inside a 
guest operating system to gain access to the virtualization platform or other guest operat-
ing systems. This attack, known as a “VM escape,” runs the risk of exposing unrelated, and 
potentially sensitive, data to unauthorized individuals.

Risk deterrence
In some cases, the organization might be able to adopt a strategy of risk deterrence. This ap-
proach uses measures designed to reduce the likelihood that a threat will surface. The most 
common example of deterrence is used to thwart criminal activity by counter-threatening 
with an aggressive reaction stance. For example, an organization might aggressively pros-
ecute individuals who attempt to intrude into computer systems without permission. Similarly, 
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the owners of a physical facility might have vicious guard dogs on site that threaten intruders 
with bodily harm. This strategy, used judiciously, can be highly effective, because criminals 
looking for a target of opportunity will simply go elsewhere.

EXAM TIP

The CompTIA Security+ exam is just about the only place where you will see risk deter-
rence listed as a risk management strategy. Almost all security professionals, the authors 
included, consider risk deterrence a form of risk mitigation. However, when you are asked 
questions about risk management on the CompTIA Security+ exam, you should treat it as a 
separate category.

Risk acceptance
In some cases, an organization might decide that risk acceptance is the most appropriate 
strategy for managing a particular risk. In this scenario, after careful evaluation, the organiza-
tion decides that the most prudent course of action is to simply monitor the evolution of a 
risk. Cost or operational concerns dictate that the organization cannot or should not avoid, 
mitigate, transfer, or deter the risk, so no further action is taken.

NOTE  RISK ACCEPTANCE SHOULD BE ON AN EDUCATED BASIS

It’s far too easy to look at a complex risk and simply utter the words “we accept that risk 
as a cost of doing business.” This is not an acceptable risk management strategy, because 
it is more akin to ignoring a risk rather than accepting it. Risks should only be accepted 
after careful study and analysis reveals that there simply is no other acceptable strategy 
for managing the risk.

Quick check
1.	 What are the five risk management strategies?

2.	 What risk management strategy is most commonly used by information security 
professionals?

Quick check answers
1.	 Risk avoidance, risk transference, risk mitigation, risk acceptance, and risk 

deterrence

2.	 Risk mitigation
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Security controls

As mentioned in the previous section, security professionals spend a large amount of their 
time developing ways to mitigate risks facing an organization’s information assets. The meth-
ods they develop to reduce risk are known as security controls and are grouped into three 
categories: technical controls, operational controls, and management controls. A balanced 
approach to information security combines controls from each of these categories to mitigate 
a wide variety of risks.

Technical controls
Technical controls, as the name implies, leverage technology to reduce the likelihood or impact 
of a risk on an organization. These controls are typically implemented with the advice and 
consultation of security professionals and are then maintained either by security profession-
als, system administrators, network engineers, database administrators, or other technical 
staff with the appropriate skillset.

Examples of technical controls abound in the security industry. Firewalls, intrusion detec-
tion systems, and wireless encryption are examples of technical controls used in network 
security. Antivirus software, full disk encryption, and user authentication are examples of 
technical controls for host security. Transport encryption, input validation, and role-based 
access are examples of application-oriented technical controls. Most organizations with a 
well-developed security program can likely list dozens of individual technical controls in 
place to mitigate various security risks.

Operational controls
Operational controls are similar to technical controls in that they directly impact information 
systems, but the job of carrying out an operational control is primarily done by individu-
als, rather than technology. For example, although implementing access control systems is a 
technical control, performing periodic reviews of user rights and permissions is an operational 
control. Similarly, the process of business continuity planning, which is discussed in Chapter 4, 
is an operational control. Other operational controls include conducting routine information 
security audits, implementing change and configuration management procedures, ensuring 
physical security, and conducting background checks and other personnel security measures.
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EXAM TIP

This is another area where you might have to throw away what you’ve learned or read 
elsewhere and study the terminology that is specific to the CompTIA Security+ exam. 
Although the CompTIA Security+ exam classifies controls into technical, management, and 
operational categories, other references use different classification schemes. For example, 
the Certified Information Systems Security Professional (CISSP) curriculum classifies the 
categories as administrative, physical, and technical controls. Others might describe con-
trols by their role: preventive, detective, and corrective. Just be sure to stick with technical, 
management, and operational when taking the CompTIA Security+ exam.

Management controls
Management controls are those controls focused on the risk management process itself. They 
ensure that the risk management process is running effectively and, therefore, have an indi-
rect impact on the security of an organization’s information assets. Operational and technical 
controls, on the other hand, directly impact those assets.

Examples of management controls include conducting periodic risk assessments and secu-
rity control assessments, following a security planning process, and protecting the security of 
the system and services acquisition life cycle.

MORE INFO  CONTROLS

A large portion of this book is dedicated to describing security controls in more detail. For 
example, Chapters 2 and 3 describe technical controls for network security, Chapter 4 cov-
ers operational controls, and Chapters 6 and 7 cover a variety of management controls.

Quick check
1.	 What are the three categories of controls discussed on the CompTIA Security+ 

exam?

2.	 Firewalls are an example of what type of control?

Quick check answers
1.	 Technical, operational, and management

2.	 Technical
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Incident response

Though security professionals strive to ensure that risk management and control processes 
prevent breaches of confidentiality, integrity, and availability, it is simply impossible to build 
a completely secure system. A determined (or lucky) attacker can often find a way to bypass 
even the most sophisticated control systems. Therefore, security professionals must also 
develop, train on, and implement sound incident response procedures to activate in the event 
of an information security incident. In this section, you’ll learn the building blocks of a solid 
incident response program.

Real world

Advanced persistent threats
If you’re wondering whether it is really possible to breach your well-designed secu-
rity controls, consider the risk posed by the advanced persistent threat (APT). In this 
scenario, a determined attacker with tremendous resources focuses on breaching 
the security controls of your organization in particular. Although you certainly may 
have designed your defenses in such a way that they will easily foil the determined 
attacker, would you be able to defend against someone who carefully studies your 
organization, perhaps with insider knowledge, and then dedicates a team of highly 
skilled individuals with advanced tools to penetrating your defenses? Though this 
might sound far-fetched, it’s exactly what happened to a nuclear enrichment plant 
in Iran that was the victim of the Stuxnet attack. In the Stuxnet case, a group of 
dedicated programmers spent several months developing a worm with one pur-
pose—to work its way into the central control systems of the plant to destroy the 
centrifuges. Although no government has publicly taken credit for the attack, it is 
widely assumed that the United States and/or Israel was behind it.

Incident response team
Appropriately responding to an information security incident requires the carefully coordi-
nated actions of a team of highly skilled individuals who have been trained on the organiza-
tion’s consistent process for incident response. This is simply not something that you can pull 
together “on the fly.” Success during a security incident requires careful advance planning, 
including the selection and training of an incident response team.

First responder responsibilities
It’s important to recognize that the first responders on the scene of an information security 
incident will most likely not be members of your trained incident response team. The first 
person to notice the sign of an information security incident is more likely going to be a 
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system administrator, computer operator, or even an end user. For this reason, you should 
consider every member of your staff to be a member of your “extended” incident response 
team and provide some level of training across the organization. There are three basic ele-
ments to this training:

1.	 Recognizing a security incident  Everyone in the organization should have an 
understanding of what constitutes a security incident in the eyes of your firm. 

2.	 Activating the incident response process  Next, first responders should have a 
clear, easy way to activate your formal incident response process. It should be simple 
for them to, in a sense, dial your “information security 911” to have trained profession-
als jump into action to assume control of the incident.

3.	 Containing the incident  Finally, most technical staff in your organization should 
know how to perform the equivalent of “information security first aid.” Just as a by-
stander wouldn’t stand by and wait for an ambulance while an accident victim bled 
profusely, IT staff should feel confident enough to take immediate action to stem the 
effect of a security incident. Actions as simple as disconnecting the network cable from 
a system that appears to be transmitting unencrypted credit card data to an offsite lo-
cation can mean the difference between a minor and major security incident. Seconds 
matter when it comes to the early stages of incident response.

NOTE  DON’T SHOOT THE MESSENGER

When you train large portions of your staff on first responder tactics, understand that they 
will make mistakes. Staff members will jump the gun and activate the incident response 
process in cases where there simply is no security incident. The way your organization 
reacts to these mistakes is just as important as your response to a true security incident. If 
the person who activated the process feels belittled or punished in any way, he will hesitate 
to ever again activate the incident response process. Even worse, others in the organization 
will hear the story, and it will give them pause as well. No matter what, you should always 
thank first responders for bringing a potential incident to your attention and make sure 
they understand that they made the right decision calling in the incident response team.

Of course, the level of detail that you provide should vary depending upon the role of the 
individuals within your organization. Staff members with no technical responsibilities what-
soever might simply get an awareness message letting them know that they should report 
any suspicious computer activity to a centralized security operations center or network team. 
System and network administrators might receive a full day of training that helps them un-
derstand how to recognize the early warning signs of a security incident and the basic steps 
that should be followed during incident containment.
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Staffing the incident response team
Responding to an information security incident requires an interdisciplinary approach that will 
call upon the expertise of many different professionals from throughout your organization. 
Remember, responding to security incidents is not just an “infosec thing,” nor is it purely a 
technical matter. Although information security professionals and other technical staff play an 
important role in incident response, it is equally important to have a well-rounded team that 
can handle all aspects of incident response.

There are eight categories of staff that you should consider representing on your incident 
response team. This does not necessarily mean that you will only have eight slots on the 
team, for two reasons. First, you need to plan to have a redundant team. If the attorney on 
your team is vacationing in Barbados when an incident occurs, you need to know that there 
is someone else available who can represent the legal issues. Second, some areas are broad 
enough that no one person can represent the entire field. For example, a network engineer 
would not likely be able to address database administration issues, nor would a database ad-
ministrator be able to cover network issues. The categories of staff you should consider when 
developing your team are:

■■ Management  Quite simply, somebody needs to be in charge. Incident response 
without one officially designated leader can quickly devolve into many uncoordi-
nated efforts, as everyone begins to pursue their own hunches and preferred courses 
of action. You need one strong leader to rein in these natural tendencies and direct 
the response. Additionally, difficult decisions will be made during the response to an 
information security incident, and you need to be sure that the team has a manager 
on hand with sufficient authority to make those calls without having to call in senior 
managers for consultation.

■■ Information security  Information security staff will play an essential role in all 
stages of incident response. They bring subject matter expertise to the table that can 
be especially helpful when attempting to identify the root cause of an incident or to 
quickly develop ad hoc controls to contain the damage caused by a security incident. 
Security staff also have access to unique resources, such as firewalls, intrusion detec-
tion/prevention systems, and security incident and event management (SIEM) systems 
that might contain data relevant to the security incident.

■■ Technical staff  In addition to information security professionals, you should have 
a representative from every major technical discipline in your organization on the 
incident response team. You certainly might not need all of these staff to respond 
to every incident, but you need to be prepared to react to a security incident that 
touches any part of your computing environment. System administrators, network 
engineers, database administrators, and application developers all might play critical 
roles in responding to an incident that either centers on or touches upon their opera-
tional domains.
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■■ Legal  Many security incidents turn into legal matters, either because criminal pros-
ecution is involved or because the firm becomes engaged in civil litigation as a con-
sequence of the security incident. In addition, there are specific legal provisions that 
might dictate elements of your incident response process. For example, most states 
now have data breach notification laws that require the timely notification of individu-
als if their data is known or reasonably believed to have been compromised during an 
information security incident.

■■ Communications and public relations  You might need to issue some type of pub-
lic statement, and you will need to react if the media gets wind of the fact that a secu-
rity incident is unfolding at your organization. Communications staff should become 
involved early both to handle these situations and provide advice on the best time to 
inform outsiders that an incident is taking place.

■■ Human resources  In any incident where insider involvement is suspected, you 
should include representatives from your human resources department. You should 
definitely consult HR before interviewing any suspects who are employees of the or-
ganization. HR should also lead any disciplinary process that might take place against 
employees who are believed to have been involved in the incident, because such inves-
tigations are personnel matters that are within their realm of expertise.

■■ Risk management  Your organization’s risk management staff will play an impor-
tant role in security incidents of extended duration or impact. Individuals from this 
group will likely be the experts on your firm’s business continuity and disaster recovery 
strategies and can help implement those contingency plans if it becomes necessary. 
Additionally, staff from the risk management area will be able to best inform the team 
on the provisions of any insurance policies that might cover portions of the incident 
response measures.

MORE INFO  BUSINESS CONTINUITY AND DISASTER RECOVERY

Business Continuity Planning (BCP) and Disaster Recovery Planning (DRP) are discussed 
in detail in Chapter 4. They are both important subjects on the CompTIA Security+ exami-
nation.

■■ Facilities  If physical security is involved in a security incident, your facilities group 
can provide important expertise regarding your buildings and other physical infra-
structure.

Developing a well-rounded incident response team is an important component of any 
strong incident response program. You should identify individuals to fill each of these roles 
and ensure that they understand the scope of their incident response functions.
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NOTE  OUTSOURCING INCIDENT RESPONSE

Many organizations are turning to outsourced providers to perform a variety of informa-
tion technology functions, and incident response is no exception. Although it is possible 
to outsource your entire incident response program to an outside provider, this is uncom-
mon, because some degree of institutional knowledge is critical to a successful response. 
However, it is certainly possible to outsource components of incident response, especially 
where very specialized technical skills are required. For example, you might not have use of 
a full-time computer forensics investigator on your staff if those skills are only required a 
few times a year. Instead, you might retain a forensics firm with a rapid response capabil-
ity and have them perform this role on an as-needed basis. If you do choose to outsource 
components of incident response, remember that making these arrangements in advance 
should be a part of your incident response planning process. You don’t want to wait until 
an incident is underway to try to identify and contract with a forensics firm. You should al-
ready have a contract signed so that you can simply activate the resource when you need it.

Training the incident response team
The training you provide to your incident response team should cover a wide variety of topics 
that prepare the team members to handle different types of information security incidents. 
This training should include a core set of modules that all team members receive, covering 
the following topics:

■■ Overview of the organization’s incident response process

■■ Roles and responsibilities of each team member

■■ Activation procedures in the event of an incident

■■ Detection and analysis of security incidents

■■ Containment procedures

■■ Eradication procedures

■■ Recovery procedures

■■ Post-incident procedures

In addition, each team member should receive specialized training on the incident response 
tools and techniques specific to her area of expertise. For example, database and system ad-
ministrators should be familiar with their roles in a forensic analysis, including proper collection 
procedures and the chain of custody. Attorneys should have specialized continuing legal 
education on the laws and regulations that pertain to information security incidents.

All of these training modules should be conducted on both an initial and recurring basis. If 
you are developing a new incident response capability, you could have large group sessions 
to bring the entire team up to speed at once. If you are maintaining an existing program, 
you will need to conduct initial training sessions for those staff members who are new to the 
incident response team. Additionally, you will need to conduct periodic refresher training 
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for veteran team members to ensure both that they don’t get “rusty” and that they become 
familiar with any changes in the incident response plan.

Finally, a critical component of any training program is giving responders hands-on experi-
ence. This is especially important in organizations that do not often activate their incident 
response teams. Conducting a series of drills can help familiarize staff with their roles in an 
actual incident. These drills can range from checklist reviews to tabletop exercises or even 
full-blown incident simulations.

MORE INFO  CONDUCTING INCIDENT RESPONSE DRILLS

Incident response drills are actually quite similar to the tests used for business continuity 
and disaster recovery plans that will be discussed in Chapter 4. You might want to integrate 
these two programs and conduct combined drills. For example, you might conduct a drill 
that simulates an attacker conducting a denial of service attack against your website. The 
drill might begin as an incident response scenario and then evolve into a disaster recovery 
effort when the website becomes completely inaccessible.

Incident response life cycle
Every incident response process follows a life cycle approach, whether it is formally de-
fined or not. The National Institute of Standards and Technology (NIST) defines one such life 
cycle approach, using the four-phase process shown in Figure 1-4. This includes four distinct 
phases:

1.	 Preparation

2.	 Detection and analysis

3.	 Containment, eradication, and recovery

4.	 Post-incident activity

FIGURE 1-4  The incident response life cycle contains four steps (NIST).

Each of these stages has goals and objectives that will be discussed in the next several 
sections of this chapter. Also, be sure to take note of the multiple arrows and their directions 
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in Figure 1-4. The incident response life cycle is not a sequential march through four phases. 
Rather, it is an iterative process that might loop through some steps multiple times as an inci-
dent evolves. Most notably, the steps taken during the containment, eradication, and recov-
ery phase might identify additional information that requires analysis, causing a loop back to 
the detection and analysis phase. 

Additionally, the entire process should be viewed as a repeating cycle. At the conclusion 
of each incident, you engage in post-incident activity that includes a lessons-learned session 
assessing the functioning of the incident response process. This information then feeds back 
into the preparation phase, providing valuable input regarding potential improvements to 
your organization’s incident response process.

Preparation
The preparation phase of incident response includes establishing an incident response proc
ess, selecting a team, and training them on the plan. These steps were described earlier in 
this chapter.

In addition to those preparation steps, the incident response team members should ensure 
that they have the tools and resources needed to respond to any eventuality. Many teams 
choose to create a “go bag” that contains all of the tools needed to get an incident response 
underway quickly. At a minimum, the “go bag” should contain a forensic laptop, a variety of 
cables and connectors, several types of blank media for imaging systems, and other essential 
gear required by members of the response team. The “go bag” should be considered sacro-
sanct and should be inventoried periodically to ensure that nobody has “borrowed” equip-
ment from the kit. You don’t want to activate the team and get on site only to discover that 
essential equipment was purloined temporarily for a project and is not actually in the kit.

In addition to the incident response life cycle, NIST offers a suggested list of tools and re-
sources that should be maintained by incident response teams. They suggest that every team 
have access to the following:

■■ Communications and facilities resources

■■ Contact information for team members, other internal resources, law enforcement 
contacts, and contractors

■■ On-call information for other teams within the organization that might play a role 
in incident response

■■ Incident reporting mechanisms

■■ Issue tracking system

■■ Smartphones

■■ Encryption software for intra-team communication and collaboration with outside 
parties
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■■ A permanent or temporary war room to act as a central coordination point during 
incident response

■■ A secure storage facility for evidence gathered during an incident response effort

■■ Incident analysis hardware and software

■■ Digital forensic workstations and/or backup devices to create disk images and pre-
serve other types of digital evidence

■■ Laptops for team member use that are separate from the forensic workstations

■■ Spare equipment for use during the response, including workstations, servers, and 
network gear

■■ Blank removable media (lots of it!)

■■ Removable media loaded with forensic tools (potentially including bootable images)

■■ A printer

■■ Packet-sniffing and network protocol analysis hardware and software

■■ Forensic software

■■ Notebooks, cameras, recorders, and other equipment to gather evidence and notes

■■ Incident analysis resources

■■ Network diagrams

■■ Lists of critical information assets

■■ Architectural diagrams, especially of critical/sensitive services

■■ Baselines of “normal” system, network, and application activity

■■ A detailed listing of firewall rules and ports

Many teams have a full-time incident response coordinator (often a member of the infor-
mation security team) who is responsible for gathering resources and ensuring that every-
thing is ready to go in the event of an actual incident. This coordinator might also facilitate the 
incident response planning, training, and simulation processes for the organization. Smaller 
organizations might choose to make this a part-time responsibility for a team member with 
other information security duties.

Detection and analysis
The detection and analysis phase has two distinct components. First, during periods of nor-
mal activity, trained security analysts monitor systems for signs of a security incident. This 
may include monitoring:

■■ Intrusion detection and prevention systems.

■■ Security incident and event management (SIEM) systems.
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■■ Firewalls.

■■ Centralized antivirus monitoring software.

■■ Logs from critical systems, applications, and devices.

■■ File/system integrity monitoring software.

■■ Vulnerability scanners.

■■ External reports of malicious activity (for example, attacks emanating from your 
network).

■■ Reports from staff and customers.

Analysts monitoring these sources for signs of an information security incident will activate 
the formal incident response process in the event that they detect an incident.

When an incident is detected, analysts are responsible for gathering enough information 
to guide the response effort. This can involve coordinating information from the same 
sources used to detect the incident as well as activating additional information collection 
mechanisms. For example, analysts might begin capturing network traffic in real-time by 
using packet sniffers to preserve evidence of a network-related incident.

Another important part of the analysis phase is assessing the impact of the incident. This 
can be done by classifying the event into one of three categories:

■■ Low impact  Incidents that have minimal or no potential to affect the confidentiality, 
integrity, or availability of the organization’s operations and/or information assets. It 
is unlikely that a low-impact event would warrant a major after-hours response or the 
activation of the full incident response team.

■■ Moderate impact  Incidents that have the potential to have a significant impact on 
the confidentiality, integrity, or availability of the organization’s operations and/or 
information assets. They might disrupt some business activities and might require the 
activation of the incident response team.

■■ High impact  Incidents that have the potential to critically damage the confidential-
ity, integrity, or availability of the organization’s operations and/or information assets. 
They might have a very serious, potentially permanent, impact on the organization and 
should entail immediate activation of the full incident response team.

Every organization will need to define its own criteria for triaging security incidents and 
determining the incident categorization scheme appropriate for its environment. Those cri-
teria will vary depending upon the types of information handled by the organization and the 
criticality of various business processes supported by information technology.

Containment, eradication, and recovery
The containment, eradication, and recovery phase of an incident response typically encom-
passes what most security professionals consider to be the “meat” of the process. It includes 
steps taken to minimize the damage caused by a security incident, remove the threat, and return 
to normal operations. Though incident response guides typically describe this as a single phase, 
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it is clearly divided into two different types of complementary activities: containment activi-
ties and eradication/recovery activities.

CONTAINMENT ACTIVITIES
Containment activities are focused on damage control and preventing further loss to the 
organization. The steps followed will vary depending upon the type of incident taking place 
and the technical countermeasures available. Some examples of security incident containment 
strategies include:

■■ Provisioning additional bandwidth to cope with the impact of a network denial of 
service attack.

■■ Disconnecting a potentially compromised server from the network to prevent the exfil-
tration of sensitive information.

■■ Isolation of a network segment to prevent further spread of malware that has infected 
systems on that segment.

■■ Creating temporary firewall rules to block external access to a system that is acting 
suspiciously.

Security professionals must work closely with other technical staff during containment 
activities to design a containment strategy that appropriately balances the needs of the 
organization with security concerns. Your organization should maintain an incident contain-
ment plan for each of the major types of attack in your planning scheme to allow for advance 
planning in as many situations as possible.

NIST offers six criteria that incident response planners and teams can use when developing 
an appropriate containment strategy:

■■ Potential damage to and theft of resources

■■ Need for evidence preservation

■■ Service availability (for example, network connectivity or services provided to external 
parties)

■■ Time and resources needed to implement the strategy

■■ Effectiveness of the strategy (for example, partial containment or full containment)

■■ Duration of the solution (for example, an emergency workaround to be removed in 
four hours, a temporary workaround to be removed in two weeks, or a permanent 
solution to the problem).

Another important consideration is that containment strategies are likely to alert an at-
tacker to the fact that security responders have detected his activity. This might cause an 
immediate termination of the attack. Although this is certainly good from the perspective 
of preventing further damage, it limits the ability of responders to gather evidence that can 
be used to track down and prosecute offenders. The incident response plan should contain 
guidelines to help teams make these determinations. Incident response team leaders should en-
sure that all staff participating in a response understand the incident’s situation-specific rules of 
engagement regarding the relative priorities assigned to containment and evidence collection.
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ERADICATION AND RECOVERY ACTIVITIES
Eradication and recovery activities also take place during this phase and are focused on 
removing any aftereffects of the incident and returning the organization to normal technol-
ogy operations as quickly as possible. The extent of the activities performed during this phase 
vary depending upon the type of incident. In some cases, there might be very little work to 
do. However, in cases where systems were compromised, eradication efforts might involve 
completely wiping affected systems to ensure that there are no lingering effects from the 
compromise.

Recovery includes not only restoring normal activity but also ensuring that any vulnerability 
that might have been exploited by attackers is remediated. If attackers found your vulner-
ability once, it is extremely likely that they will be able to do so a second time. You should 
not consider your operations fully recovered until they are functioning again and the vulner-
abilities exploited by attackers are resolved so that they do not continue to pose a risk of 
compromise.

Post-incident activity
The final phase of the incident response process, post-incident activity, consists primarily of 
a lessons-learned analysis that does a postmortem look at the incident response process. 
It provides an opportunity for everyone who participated to reflect upon the response and 
any changes that might benefit future responses. In Special Publication 800-61, NIST suggests 
a series of questions that can be addressed during a lessons-learned session:

■■ Exactly what happened and at what times?

■■ How well did staff and management perform in dealing with the incident? Were the 
documented procedures followed? Were they adequate?

■■ What information was needed sooner?

■■ Were any steps or actions taken that might have inhibited the recovery?

■■ What would the staff and management do differently the next time a similar incident 
occurs?

■■ How could information sharing with other organizations have been improved?

■■ What corrective actions can prevent similar incidents in the future?

■■ What additional tools or resources are needed to detect, analyze, and mitigate future 
incidents?

The session conducted to answer these questions should have a designated facilitator who 
moderates the conversation. This person should have enough incident response experience to 
ask the appropriate follow-up questions and guide the exploration, but should not have been 
involved in the actual response, to preserve a sense of objectivity. It can also be helpful to 
have a dedicated note-taker to ensure that everyone’s input is accurately captured. At the con-
clusion of the meeting, the facilitator should prepare a lessons-learned report that highlights 
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the major findings of the session and key lessons learned that might benefit responders to 
future incidents. This document should be used to make revisions to the incident response 
process.

Incident communications
During an incident response, the team might need to communicate with a wide range of 
external parties, as shown in Figure 1-5. These are individuals who either need to be informed 
of the incident or might provide information valuable to the response effort. All external com-
munications should be coordinated through the communications lead on the incident response 
team to ensure that the team is presenting consistent information to the outside world.

FIGURE 1-5  The incident response communications process suggested by NIST uses the incident 
response team as the core of all communications (NIST).

Some of the particular entities that the incident response team might communicate with 
include:

■■ Customers, constituents, and the media  There are many stakeholders who will be 
interested in learning about the potential loss of sensitive information or who are oth-
erwise affected by the incident. These communications must be coordinated through 
your public relations group.
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■■ Other incident response teams  If you are responding to an incident that affects 
multiple organizations, such as a widespread distributed denial of service (DDoS) at-
tack, all responders will benefit from opening channels of communication between 
each organization’s response team. This information sharing might help uncover im-
portant information more quickly and allows for a coordinated response.

■■ Internet Service Providers (ISPs)  In a network-based incident, your ISP might be 
able to provide important information or implement strategies to help you contain the 
incident. For example, the ISP might be able to implement filtering that prevents traffic 
related to a DDoS attack from reaching your network in the first place.

■■ Incident reporters  You might decide to report the incident to a state, national, or 
industry-specific incident response team. US federal government agencies are required 
to report security incidents to the United States Computer Emergency Readiness Team 
(US-CERT).

■■ Law enforcement agencies  Depending upon the nature of the incident, you might 
be required to involve law enforcement or you might choose to voluntarily do so. For 
example, the Payment Card Industry Data Security Standard (PCI DSS) requires that 
merchants suspecting a security incident that involves credit card information must 
immediately alert both their merchant bank’s fraud unit and the United States Secret 
Service.

■■ Software and support vendors  You might need support from your vendors to 
diagnose and/or remediate the effects of a security incident. 

Your incident response plan should include the procedures to be followed when involv-
ing each of the types of organizations listed here. It should describe who has the authority 
to initiate each contact during a security incident and should also contain contact informa-
tion for each entity.

Collecting evidence
Every incident response effort involves some form of evidence collection. In some cases, 
the evidence gathered is used solely by the incident response team. In other incidents, evi-
dence might be turned over to the organization’s legal team for use in civil litigation, or to law 
enforcement for use in a criminal prosecution. In cases where evidence is used outside of the 
incident response team, it is absolutely critical that it be collected by following established 
evidence handling procedures. Evidence that is mishandled might be inadmissible in court.

Preserving the chain of custody
One of the most important aspects of evidence collection is preserving the evidence chain of 
custody. This means that you must create a paper trail that documents the history of the evi-
dence from the time of collection until the moment it is used in court. This is done by using 
an evidence log that contains the following data elements:

Key 
Terms
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■■ Identifying information that describes the nature of the evidence. This might include 
model numbers, serial numbers, IP/MAC addresses, user names, or other similar infor-
mation.

■■ A description of the collection process used to gather the evidence, including contact 
information for the technician who collected it.

■■ Entries for every time the evidence was handled after collection. Each entry must 
include the name and contact information of the individual handling the information, 
the purpose for handling the evidence, and the location where it was stored after it 
was handled.

Quite simply, the chain of custody should tell a complete story of the life of the evidence. 
The evidence log should explain every single thing that happened to the evidence during 
and after collection, and it should document both the physical location of the evidence at all 
times and the names of any individuals who came into direct contact with it. The purpose of 
the chain of custody is to ensure that officials can provide definitive documentation of their 
evidence and ensure that it was not tampered with between the time of collection and the 
time of use.

Interviewing witnesses
In many incidents, it might become necessary to interview witnesses to gather evidence. 
Interviews are conducted on a voluntary basis and should have a cooperative tone to them. In-
dividuals conducting interviews should not be hostile toward witnesses or attempt to browbeat 
them into providing information. If either the interviewer or interviewee is uncomfortable 
with the proceedings, the interview should immediately be terminated. Don’t let interviewers 
take lessons from police dramas!

Any interview that takes place should be thoroughly documented in a manner that is 
known to all participants. If the interview subject consents, you might use audio or video 
recording to document the interview. Otherwise, the interviewer might take paper notes to 
record the conversation.

Remember, an interview that turns hostile is no longer an interview, but an interrogation. 
At no time should anyone other than trained law enforcement personnel engage in the inter-
rogation of a witness. In the best case, interrogation by untrained individuals might result in 
evidence that is not usable in court. In the worst case, the interrogator may find himself guilty 
of a crime.

Tracking time and expense
Incident response teams should track the time and expenses associated with both evidence 
collection and other incident response efforts. Though these expenses might not be directly 
billable to any organization, they provide management with a method of identifying the 
resources that went into an incident response effort. At the very least, this information can be 
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used to plan for future incident responses. In some cases, management might be able to seek 
reimbursement through litigation or from an information security incident insurance policy 
purchased by the organization.

Computer forensics
In many cases, investigators responding to an information security incident will need to 
collect information from computer systems believed to have played a role in the incident. This 
process, known as computer forensics, includes tools and techniques that ensure that evidence 
is collected in a manner that does not alter the evidence itself and preserves the chain of 
custody.

NOTE  COMPUTER FORENSIC PROFESSIONALS

Computer forensics is a complex subfield of information security. Conducting forensic 
examinations of computers requires specialized training and should not be attempted by 
individuals unfamiliar with proper evidence collection procedures. Most law enforcement 
agencies have officers dedicated to the proper collection of evidence who have undergone 
years of training in proper tools and techniques. The moral of this story? Don’t try this 
at home! If you need to engage in the forensic investigation of a computer system, you 
should seek specialized assistance.

Order of volatility
Unlike many kinds of physical evidence, computer-based evidence is often volatile. This means 
that it breaks down over time and, if not promptly and properly collected, it will disappear 
and be impossible to recover. Forensic investigators should consider the order of volatility 
when collecting evidence. Here’s a summary of major computer evidence types, ordered from 
highest volatility (shortest life) to lowest volatility (longest life):

■■ RAM

■■ Network details

■■ Running process information

■■ System disk contents 

■■ Removable flash media

■■ Removable magnetic media

■■ Removable optical media

Evidence from the first three elements on this list (memory contents, network details, and 
running process information) is only available as long as the system containing the evidence 
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has power. For this reason, most organizations have policies specifying that first responders 
should never unplug a computer believed to be involved in a security incident. Doing so 
could destroy critical evidence before it is forensically collected. Responders seeking to con-
tain the damage caused by a security incident should instead disconnect the system from the 
network, leaving it powered on. Though this may destroy some network-based evidence, it 
leaves important memory and process information intact while containing damage.

As forensic analysts develop an evidence collection plan for a security incident, they should 
begin with the most volatile evidence from categories at the top of this list and work their 
way downward, collecting the least volatile evidence last. This approach maximizes the amount 
of data that can be collected before it expires.

Hashing
Investigators make use of cryptographic hash values to demonstrate that one file is a true 
copy of another file. Hashes are values generated by a mathematical function that provide a 
summary of the contents of one or more blocks of data. Hash functions must be designed in 
such a way that they are efficient to compute. Additionally, the hash value must be collision 
resistant, meaning that it should not be mathematically feasible to find two different files that 
generate the same hash value.

If a hash value is created by using a proper hash function, it can be used to quickly and 
reliably compare the contents of two files. If the files are identical, they will generate identical 
hash values. If the hash values generated by two files do not match, then the files themselves 
differ in some way. It is important to note that hashing does not give you a sense of “how 
close” the files might be. If a single character in the files is different, the hash values might be 
completely different. You simply can’t tell by comparing hash values whether a modification 
to a file was just a single letter or whether the files are completely different.

There are many software products capable of generating hash values for use in forensic 
examinations. Figure 1-6 shows one of these programs creating a hash value for a system file 
by using the well-known Message Digest 5 (MD5) hash algorithm. 

FIGURE 1-6  This screen shot demonstrates the creation of an MD5 hash.

Key 
Terms
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MORE INFO  HASH FUNCTIONS

Hash functions are complex mathematical functions used to create a unique digest for 
a file. Chapter 12, “Cryptography,” provides details on specific hash functions, including 
MD5, RIPEMD, SHA, and HMAC. It also discusses how hashes can be used in the creation 
of digital signatures to provide reliable cryptographic nonrepudiation.

Imaging systems
One of the most important forms of evidence captured during forensic investigations is 
system images. These images, gathered by using specialized forensic imaging equipment, 
are bit-by-bit copies of hard drives from systems involved in a security incident. System im-
ages are collected in a manner that ensures that the act of creating the image does not alter 
the data stored on the hard drive. Forensic investigators typically ensure that this is the case 
by using specialized forensic devices known as write-blockers. These are hardware connec-
tors that sit between the drive being imaged and the hardware performing the imaging and 
ensure that no data can be written onto the drive, while permitting data to be read from the 
drive during the imaging process.

One of the major benefits of capturing a bit-by-bit image, rather than copying individual 
files from the disk, is that you receive a copy of the unused space on the disk. This space 
might contain portions of deleted files or other information that can prove very significant 
during the investigation.

Investigators performing forensic analysis never work with original media. After creating 
the image, investigators seal the original media in an evidence bag and securely store it in an 
evidence locker, being careful to preserve the chain of custody. This is because the original 
drive is direct evidence that might be used in court. Furthermore, investigators usually don’t 
even work with the original image. They maintain it as a master image and make copies of 
that image for investigative purposes.

NOTE  IMAGES AND HASHING

With all these images and copies of images, how can a forensic team keep things straight 
and ensure that they are always working with a real copy of the original media? Through 
the use of cryptographic hashes! In the previous section, you learned how hashes can 
be used to verify the contents of a single file. Investigators also use hashes to verify the 
integrity of disk images. They record a hash of the original disk at the time it is collected 
and then they can perform a hash of an image at any time. If the hash value of the image 
matches that collected from the original disk, everyone can be certain that the image is 
a true copy of the disk that was collected as evidence. This hash verification technique is 
used in court to demonstrate the reliability of the imaging process and allow investiga-
tors to discuss information they gleaned from an image as if they had gleaned it from the 
original disk.
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Network traffic and logs
Network traffic is another important source of information for forensic investigators. In some 
cases, you might be able to capture the full contents of the data traveling on a network. This 
technique, known as packet sniffing, monitors a network segment, recording every bit that 
passes by on the wire, and then reassembles it to provide machine-readable and human-
readable forms of the data transmitted on the network.

Analysts can use tools such as the free Wireshark tool shown in Figure 1-7 to capture the 
full contents of network traffic. It is important to note that capturing live network traffic can 
quickly consume massive amounts of storage. For this reason, it is extremely unusual to cap-
ture network traffic in real time unless there is a known incident taking place. It would simply 
be cost prohibitive to retain network traffic for any extended period of time.

FIGURE 1-7  This screen shot demonstrates the use of Wireshark to capture network traffic.

Although analysts can’t count on capturing network traffic 24 hours a day, seven days a 
week for use in a future investigation, there are sources of network data that might be re-
tained for extended periods of time. First, many network devices create logs of activity that 
might contain information useful to a security investigation. For example, the logs on a router 
might show unsuccessful attempts to create administrative connections to the router that are 
indicative of an attack in progress. Firewalls might retain logs of permitted and blocked traffic 
that are useful to security investigators.
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The second source of network information that is quite useful to forensic investigators is 
network flow data. These records, generated by network devices, track summary information 
about every connection that takes place on a network. They do not capture the full contents 
of the packet, to avoid the storage space dilemma discussed previously, but they do capture 
useful summary information, including:

■■ The source system IP address.

■■ The destination system IP address.

■■ The timestamp of the beginning of the connection.

■■ The timestamp of the end of the connection.

■■ The amount of data sent from the source system to the destination system.

■■ The source port for the communication.

■■ The destination port for the communication.

■■ The transport layer protocol used for the communication.

This information is enough to provide important details to those investigating a security 
incident. For example, if a system is known to have been compromised, flow data can be used 
to identify all of the remote systems that either connected to or were contacted by the com-
promised system. Flow data can also be used to disprove theories during a security investi-
gation. For example, if a system contains a sensitive file that is 100 megabytes (MB) in size 
and flow data shows that no connections transmitted more than 25 MB, investigators can be 
confident that the entire file was not stolen.

Time offsets
It is important to ensure that the system clocks on all computers and devices in an organiza-
tion are synchronized. This facilitates the analysis phase of security investigations. If clocks 
are not synchronized, it becomes quite difficult to compare log entries generated by multiple 
systems. Many organizations handle this issue by using the Network Time Protocol (NTP) to 
ensure that all system clocks are synchronized to one of the atomic clocks maintained by the 
United States government, or another authoritative source. Access to these clocks is freely 
available, and the NTP protocol is able to adjust for the network latency between your site 
and the clock. For more information on the atomic clocks maintained by the US Department 
of Commerce and the US Naval Observatory, visit www.time.gov.

If an investigation must take place using information from systems without synchronized 
clocks, investigators must make use of time offsets. The investigators determine the differ-
ence between the clock on each system and the actual time, and then use this as an offset 
value to adjust the times retrieved from log entries and other timestamps generated by that 
system. For example, if a system clock is found to be running two minutes fast, analysts must 
then subtract two minutes from each time value generated by that system to adjust it back 
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to the correct time. This technique can also be used to compare data generated by systems 
located in different time zones.

Screen shots
If an investigator encounters a computer that is currently involved in a security incident, that 
investigator can also use screen shots as a valuable source of evidence. Though it is pos-
sible to gather screen shots by using the built-in operating system functionality of the target 
computer, this is not an advisable technique for a forensic investigator, because the keyboard 
interaction might be viewed as tampering with the computer itself. One simple solution to 
this is to simply take a photo of the screen by using a digital camera dedicated to forensic 
investigations. Remember to timestamp your pictures and subject the clock on the camera 
to the same time offset procedure used for other systems. Finally, the memory card from the 
camera must then be treated in the same manner as any other form of digital evidence, with 
secure storage and a documented chain of custody.

Video capture
Security investigators should also remember to turn to old-fashioned physical security tools 
when possible. For example, though it might not be possible to digitally determine who is 
logged onto a computer by using a stolen account, the room containing the computer might 
contain a surveillance camera that captures a picture of the perpetrator. If the room itself 
does not contain a camera, look for cameras in the hallway, at entrance points, or in other 
nearby areas that might have captured images of involved individuals.

Quick check
1.	 What are the four phases of the incident response life cycle?

2.	 True or false: The incident response life cycle describes a sequential set of 
activities that should be followed when responding to an information security 
incident.

Quick check answers
1.	 Preparation; detection and analysis; containment, eradication, and recovery; and 

post-incident activity

2.	 False. The incident response life cycle is an iterative, cyclical process that includes 
the potential to repeat steps. It is not a sequential, lockstep approach to incident 
response.
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Chapter summary

■■ The goals of information security professionals are to protect the confidentiality, integ-
rity, and availability of an organization’s information assets. Adversaries have the cor-
responding goals of disclosure, alteration, and denial.

■■ Vulnerabilities are weaknesses in an organization’s security controls. Threats are exter-
nal forces that seek to exploit vulnerabilities. Risks occur when there is an intersection 
between a vulnerability and a threat that can exploit that vulnerability.

■■ Qualitative risk assessment uses a subjective process to evaluate the likelihood and 
impact of a risk upon an organization. Qualitative assessments commonly use the 
categories of “low,” “moderate,” and “high” to express these attributes.

■■ Quantitative risk assessment calculates the financial risk that would occur if a risk 
materialized. It uses the concept of annualized rate of occurrence (ARO) to express 
likelihood and single loss expectancy (SLE) to express impact. Risks are calculated by 
using the annualized loss expectancy (ALE).

■■ Organizations have five strategy options at their disposal when determining how to 
manage a risk: risk acceptance, risk avoidance, risk mitigation, risk transference, and 
risk deterrence. They can use one or more of these strategies in response to each risk 
they face.

■■ Security professionals use controls to mitigate risk. These controls can reduce the likeli-
hood and/or impact of a risk and are grouped into three categories: management 
controls, operational controls, and technical controls.

■■ Every organization should have a trained incident response team prepared to react in 
the event of an information security incident. This team should include technical, legal, 
communications, and management representatives that will join forces to coordinate a 
response.

■■ The incident response life cycle has four phases: preparation to get the team ready for 
future incidents, detection and analysis of an incident; containment, eradication, and 
recovery; and post-incident activity.
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Chapter review

Test your knowledge of the information in Chapter 1 by answering these questions. The 
answers to these questions, and the explanations of why each answer choice is correct or 
incorrect, are located in the “Answers” section at the end of this chapter.

1.	 You are using encryption technology in an attempt to protect a file containing cus-
tomer credit card numbers from unauthorized access. What information security goal 
are you pursuing?

A.	 Confidentiality

B.	 Integrity

C.	 Disclosure

D.	 Availability

2.	 You are performing a risk assessment of an organization and decide that the like
lihood of a particular risk materializing is “low.” What type of risk assessment are you 
performing? 

A.	  Operational

B.	  Quantitative

C.	  Technical 

D.	  Qualitative

3.	 You are conducting a quantitative risk assessment for an organization to identify the 
risk of a fire in a data center. The data center is valued at $10 million and you expect 
a fire to occur once every 50 years that will damage three-quarters of the data center 
(including equipment). What is your exposure factor? 

A.	 75 percent

B.	 10 percent

C.	 50 percent

D.	 25 percent
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4.	 You are conducting a quantitative risk assessment for an organization to identify the 
risk of a fire in a data center. The data center is valued at $10 million and you expect 
a fire to occur once every 50 years that will damage three-quarters of the data center 
(including equipment). What is your annualized loss expectancy? 

A.	 75 percent

B.	 $7.5 million

C.	 0.02

D.	 $150,000

5.	 You are evaluating methods to manage the risk posed to your organization by hackers 
and decide that you will pursue a strategy of aggressively prosecuting anyone who 
attempts to break into your systems. What risk management strategy are you imple-
menting?

A.	 Risk mitigation

B.	 Risk transference

C.	 Risk deterrence

D.	 Risk acceptance

6.	 You are conducting a lessons-learned session to identify gaps in your response to an 
information security incident. What phase in the incident response life cycle are you 
participating in?

A.	 Preparation

B.	 Detection and analysis

C.	 Containment, eradication, and recovery

D.	 Post-incident activity
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Answers

This section contains the answers to the questions for the “Chapter review” section in this 
chapter.

1.	 Correct Answer: A

A.	 Correct: Confidentiality controls protect information against unauthorized access. 
Preventing intruders from accessing the credit card file is an example of a confi-
dentiality control. 

B.	 Incorrect: Integrity controls protect information against unauthorized modifica-
tion. This is not the goal stated in the scenario.

C.	 Incorrect: Disclosure is the goal of an attacker, rather than that of an information 
security professional. 

D.	 Incorrect: Availability controls ensure that information is available to authorized 
users. This is not the goal stated in the scenario.

2.	 Correct Answer: D

A.	 Incorrect: The two types of risk assessment are quantitative and qualitative. 
Operational is not a type of risk assessment.

B.	 Incorrect: Quantitative risk assessments use objective numeric data rather than 
subjective categories such as “low.”

C.	 Incorrect: The two types of risk assessment are quantitative and qualitative. 
Technical is not a type of risk assessment.

D.	 Correct: Qualitative risk assessments use subjective categories, such as “low,” 
“moderate,” and “high,” to describe the likelihood and impact of risks.

3.	 Correct Answer: A

A.	 Correct: The exposure factor is the proportion of the asset that will be damaged in 
the event of a fire. In this case, that is 75 percent. 

B.	 Incorrect: The exposure factor is the proportion of the asset that will be damaged 
in the event of a fire. 10 percent is not the correct value.

C.	 Incorrect: The exposure factor is the proportion of the asset that will be damaged 
in the event of a fire. 50 percent is not the correct value.

D.	 Incorrect: The exposure factor is the proportion of the asset that will be damaged 
in the event of a fire. 25 percent is not the correct value.
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4.	 Correct Answer: D

A.	 Incorrect: 75 percent is the exposure factor.

B.	 Incorrect: $7.5 million is the single loss expectancy.

C.	 Incorrect: 0.02 is the annualized rate of occurrence. 

D.	 Correct: The annualized loss expectancy is calculated as the product of the single 
loss expectancy and the annualized rate of occurrence. The SLE is the asset value 
($10 million) multiplied by the exposure factor (75 percent), or $7.5 million. The 
ARO is once every 50 years, or 0.02. The ALE is, therefore, $7,500,000 × 0.02 or 
$150,000.

5.	 Correct Answer: C

A.	 Incorrect: Risk mitigation reduces the likelihood that a risk will be successful 
or the impact that the risk will have on an organization. Prosecution reduces the 
likelihood that an attacker will attempt to exploit your vulnerabilities.

B.	 Incorrect: Risk transference moves the risk from one entity to another, such as 
through the purchase of an insurance policy. 

C.	 Correct: Prosecuting attackers reduces the likelihood that others will try to attack 
you and is an example of risk deterrence.

D.	 Incorrect: Risk acceptance involves taking no other action to manage a risk. 
Prosecuting attackers is an active risk management approach and is a form of risk 
deterrence. 

6.	 Correct Answer: D

A.	 Incorrect: The preparation phase includes activities designed to prepare the team 
for the next incident. Though this phase might include incorporating lessons from 
prior incidents, it does not include the actual lessons-learned session, which is part 
of the post-incident activity phase.

B.	 Incorrect: The detection and analysis phase includes activities designed to allow 
the team to notice that a security incident is underway and gather sufficient infor-
mation to guide the response. It does not include a lessons-learned session.

C.	 Incorrect: The containment, eradication, and recovery phase involves protect-
ing the organization against additional loss, removing the effects of a security 
incident, and restoring operations to normal order. This is usually followed by a 
lessons-learned session, which is part of the post-incident activity phase.

D.	 Correct: Conducting a lessons-learned session to identify potential improvements 
in the incident response process is an important part of the post-incident activity 
phase.
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C H A P T E R  7

Vulnerability assessment and 
management

The CompTIA Security+ exam covers common techniques used to identify risks and vul-
nerabilities. Organizations frequently assess their risks and vulnerabilities by using both 

formal and informal techniques, as well as technical tools.

In this chapter, we will explore how you can find exposed services and vulnerabilities on 
systems and devices by using port and vulnerability scanning tools. We will discuss vulner-
ability assessment methods, as well as ways to identify vulnerabilities by using both techni-
cal and nontechnical means. Finally, we will explore the art of penetration testing, including 
common techniques, types of penetration tests, and best practices for performing them.

Exam objectives in this chapter:
Objective 3.7:  Implement assessment tools and techniques to discover security threats and 
vulnerabilities

■■ Vulnerability scanning and interpret results

■■ Tools

■■ Protocol analyzer

■■ Sniffer

■■ Vulnerability scanner

■■ Honeypots

■■ Honeynets

■■ Port scanner

■■ Risk calculations

■■ Threat vs. likelihood
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■■ Assessment types

■■ Risk

■■ Threat

■■ Vulnerability

■■ Assessment technique

■■ Baseline reporting

■■ Code review

■■ Determine attack surface

■■ Architecture

■■ Design reviews

Objective 3.8:  Within the realm of vulnerability assessments, explain the proper use of 
penetration testing versus vulnerability scanning

■■ Penetration testing

■■ Verify a threat exist

■■ Bypass security controls

■■ Actively test security controls

■■ Exploiting vulnerabilities

■■ Vulnerability scanning

■■ Passively testing security controls

■■ Identify vulnerability

■■ Identify lack of security controls

■■ Identify common misconfiguration

■■ Black box

■■ White box

■■ Gray box



	 Vulnerabilities and vulnerability assessment	 CHAPTER 7	 255

Vulnerabilities and vulnerability assessment

Vulnerabilities are weaknesses in systems, networks, applications, and other elements of an 
organization’s security environment. Vulnerabilities can include a range of issues such as:

■■ Operating system issues that allow privilege escalation.

■■ Services that allow denial of service attacks.

■■ Poor coding that allows a web application to be susceptible to a SQL injection attack.

■■ Process issues that allow an intruder to enter a building without proper identification.

A typical server has the potential to have vulnerabilities in its operating system; in the 
third-party application software that it runs, including backup, remote administration, and 
other software; in its hardware components or the firmware that makes them work; or in the 
management and administration practices used by the support staff who work with it. Further 
vulnerabilities might exist in the network switches and routers the server uses to communicate 
to the outside world, as well as the power and cooling systems it relies on to function. With 
this broad range of potential vulnerabilities, it can be almost impossible to be sure that all 
known vulnerabilities are being appropriately handled via updates, workarounds, or other 
fixes at any point in time. 

Attackers know that a software vulnerability is often the best way into a system, and they 
specifically target vulnerable applications and operating systems by using malware and other 
attack tools. Due to this, entire exploit testing packages such as the Metasploit Project have 
been created to provide an easy way for testers to use a variety of attacks against known 
vulnerabilities, providing both security staff members and attackers with a powerful tool. In 
other words, organizations focus on assessing vulnerabilities as part of their security program, 
and that is why vulnerability assessment is an important part of the CompTIA Security+ body 
of knowledge.

MORE INFO  WHAT IS METASPLOIT?

The Metasploit Project resulted in the Metasploit Framework and other related commercial 
tools. Metasploit includes exploits, payloads that are delivered via exploits, and a complete 
set of tools to manage attacks against systems. More detail on Metasploit can be found at 
www.metasploit.com. We will look at Metasploit’s capabilities later in this chapter when we 
discuss penetration testing.
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Organizations conduct vulnerability assessments by using many different methods and 
tools in an attempt to track and avoid the risks that they face. In this chapter, we will exam-
ine vulnerability assessment concepts and methodologies, including those used for system 
vulnerability and threat assessments. Using the risk assessment concepts explored earlier in 
this book, we will look at technical means to identify vulnerable systems and services. Finally, 
we will delve into penetration testing, the art of breaking into systems and networks to test 
their security.

Risk-based vulnerability assessments
The first element of a vulnerability assessment program is a risk assessment. Of course, first 
you need to understand what a risk is. In this context, you can take the definition of risk from 
Chapter 1, “Risk management and incident response,” as “the intersection of a threat and a 
vulnerability,” and look at a risk as the potential that a threat will exploit vulnerabilities of a 
system, network, or other asset, resulting in harm. Here, threats are dangers that could result 
in an incident or breach. 

MORE INFO  RISK ASSESSMENTS AND RISK MANAGEMENT

We discussed risk assessments and risk management as a discipline in Chapter 1.

A wide variety of threats have to be taken into account when you are performing risk 
assessments. In a full assessment, physical threats such as fires, floods, and tornados would 
be assessed at the same time as information security threats such as information exposure, 
system compromise, and outages. For the CompTIA Security+ exam, we will focus on threats 
that affect the confidentiality, availability, or integrity of systems, networks, and other assets.

NOTE  DEFINING THREATS

The National Institute of Standards and Technology (NIST) defines a threat as “any circum-
stance or event with the potential to adversely impact organizational operations (includ-
ing mission, functions, image, or reputation), organizational assets, or individuals through 
an information system via unauthorized access, destruction, disclosure, modification of 
information, and/or denial of service. Also, the potential for a threat-source to successfully 
exploit a particular information system vulnerability.” in the Federal Information Process-
ing Standards (FIPS) 200 publication.

Key 
Terms

http://en.wikipedia.org/wiki/Denial_of_request
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Threat assessments
Threats are defined in several ways by various organizations, but in general, a threat can 
be defined as a possible danger that might exploit a vulnerability, resulting in harm to the 
organization. Threats are aimed at weaknesses, which are protected by controls, as shown 
in Figure 7-1.

FIGURE 7-1  Threat agents attack vulnerabilities via attack vectors such as an exposed service, resulting in 
business or technical impact to the organization.

Threats require an actor, a vulnerability or weakness, and a motivation. This can be as simple 
as a tornado taking down power lines, or as complex as a group of criminals targeting vulner-
able web applications in the banking industry to steal money from ATMs.

The threats an organization faces aren’t always the result of attack, and most organizations 
assess threats that include physical threats such as fires, storms, and floods, as well as power 
outages, in addition to technical threats and human factors. Threat assessments build a list of 
the threats to an organization, allowing the organization to think coherently about what the 
threats it faces are.

Note that a threat may be included in a risk assessment, and in fact a threat assessment is 
often used as part of a risk assessment. 

MORE INFO  OWASP’S GUIDE TO ASSESSING RISKS AND THREATS

OWASP, the Open Web Application Security Project, provides a useful example of  
assessing risk and threats to application security at https://www.owasp.org/index.php/
Top_10_2010-Main.

Vulnerability assessments
Vulnerability assessments specifically look at flaws and weaknesses in security systems, 
processes, controls, and designs. Thus, vulnerability assessments are targeted at the actual 
implementation of security, rather than considering who or what might attack, or what the 

Key 
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impact of the threat being realized is. Vulnerability assessments tend to follow risk and threat 
assessments, because they provide information about what the threats that an organization 
faces could result in. Performing a vulnerability assessment without performing some form of 
risk assessment is likely to lead to wasted effort, because low-risk areas can absorb significant 
amounts of time during their vulnerability assessment.

Assessment techniques
There are a variety of ways to assess vulnerabilities, ranging from code reviews that consider 
the source code of applications to architecture and design reviews that validate the structure 
of systems and applications. The CompTIA Security+ exam covers a number of common vul-
nerability assessment techniques. Among them are:

■■ Code reviews, which use manual or automated review of source code for programs and 
applications to find vulnerabilities. Code review can expose flaws that cannot be found 
by a vulnerability scanner, including issues with internal logic. Many organizations per-
form code review before releasing application code into production, but code reviews 
are also performed as part of vulnerability assessments, penetration tests, and after 
attacks as part of a remediation process.

■■ Determining the attack surface of organizations and systems. The attack surface is the 
collection of services, applications, and other elements of a system or organization that 
are exposed to potential threats. Many organizations carefully design their network to 
minimize their attack surface, and vulnerability assessments will verify that the actual 
exposed elements match the design.

■■ Architecture and design reviews, which focus on the architecture of applications and 
services. These terms are often used interchangeably because the architecture of the 
application or service is typically part of its design. Design reviews consider how the 
service was designed to work internally, including how traffic flows, where data resides, 
and what servers, workstations, and other network and system elements work together 
to provide the service or to access it. 

■■ Baseline reporting, a technique that relies on the baseline security standards discussed 
in Chapter 6, “Monitoring, detection, and defense.” Baseline reports check current set-
tings against the baseline, then provide information about what differences, if any, exist. 
Baseline reporting is very useful for day-to-day monitoring of system configuration 
because it can easily point out issues with how security standards are applied. In some 
cases, changes from the baseline may mean that a system was compromised!

MORE INFO  APPLICATION SECURITY AND BASELINING

We will discuss application baselining in Chapter 8, “The importance of application 
security,” as part of our coverage of application security.

Key 
Terms
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EXAM TIP

The CompTIA Security+ exam includes all of these assessment techniques. Make sure you 
know the differences between them, and why you might choose to use each.

Risk calculations: threat vs. likelihood
With these assessment methodologies in hand, you still need a way to decide which threats, 
risks, and vulnerabilities to pay attention to. Thus, in addition to the risk calculations explored in 
Chapter 1, you need one additional calculation, which is key to the CompTIA Security+ exam: 
the calculation of risk as the product of likelihood and impact. The equation is simple:

R = L × I

Here, the likelihood is based on whether the threat appears and if it can exploit the vulner-
ability it is aimed at. The impact takes into account what harm the organization would experi-
ence if the threat succeeded, and should take into account the value of the assets involved.

IMPORTANT  PROBABILITY AND LIKELIHOOD

In many risk assessment methodologies likelihood is called probability, and it isn’t 
uncommon to see this equation as R = P × I, rather than R = L × I. 

In many risk calculations, these values are simply rated as high, medium, and low, although 
there are many variations in ratings and scales. Some organizations rate risks in more complex 
ways, with scales from 1 through 10 covering multiple impact factors to finances, business 
operations, and reputation, while others rate everything based on the detailed calculated 
value of each asset.

We can use the imaginary company, Humongous Insurance, to examine this process in 
more depth. For Humongous Insurance, a successful denial of service attack against their 
website is a significant threat because it could result in lost revenue for the company. If we 
assume that Humongous knows that they face a real threat from a group of attackers who 
want to disable their site, and assuming that they have some controls in place but think they 
might not work, Humongous might rate the likelihood of the threat appearing and succeed-
ing as a medium.

 If we assume that Humongous Insurance makes $100,000 every 15 minutes through their 
website sales of insurance products, and that loss of that amount of money for hours or even 
a day is a significant loss to the company, we can easily calculate the impact of the risk they 
face. Here we will call the impact to the organization high, because they might lose customers 
and revenue, and suffer reputational damage.

The calculation would then be:

Risk = Medium Likelihood × High Impact

Key 
Terms
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Most organizations that use this calculation use a chart similar to the chart shown in 
Figure 7-2, where each level of impact has been given a number from 1 through 3, with low 
levels listed as 1, medium as 2, and high as 3, with the values multiplied by the likelihood 
to give a final score. Note that a risk with a high impact and a medium likelihood would be 
considered a high risk (6) and would receive prompt attention.

FIGURE 7-2  A Risk chart shows the intersection of likelihood with impact.

Example: Humongous Insurance
We can also look at Humongous Insurance for a discussion of their assessment process. For 
this example, Humongous wants to assess the risks, threats, and vulnerabilities to their new 
web application environment, which allows customers to manage their insurance products 
online.

First, Humongous performs a risk assessment scoped to the new environment. They will 
consider what risks the organization would face if the new environment was compromised, 
if it was offline, or if it had another failure. Their assessment of the risks involved will likely 
require a threat assessment, which they will base on knowledge of what threats they have 
seen and what their competitors have dealt with. With that knowledge in hand, Humongous 
can more effectively choose where to spend their time assessing vulnerabilities.

Quick check
1.	 What type of assessment is intended to determine flaws that might be exploited 

by attackers?

2.	 What type of vulnerability assessment involves looking at the source code of the 
programs being assessed?

Quick check answers
1.	 A vulnerability assessment focuses on the flaws or weaknesses in systems, ser-

vices, anapplications that could be exploited by attackers.

2.	 Code review is an assessment technique that uses manual review or automated 
tools to find vulnerabilities in source code and its internal logic.
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Vulnerability scanning

Vulnerability scans serve several purposes for organizations. Not only do they help organiza-
tions identify vulnerabilities, they also help point out when security controls have not been 
properly put in place, or when an attacker or misconfiguration has disabled them. They also 
help organizations find common misconfigurations such as default usernames and passwords, 
default directories and scripts that can be dangerous, and a host of other, similar issues.

Organizations typically conduct vulnerability scanning one of two ways: by using internal 
tools to passively scan for vulnerabilities by checking version numbers and configurations, and 
by active scanning using a vulnerability scanning tool. We’ve already discussed security base-
lines, which can provide passive identification, , so this chapter takes a look at active vulner-
ability scanning tools.

Vulnerability scanning tools
A key part of assessing vulnerabilities is scanning for them. This is done by using a variety of 
tools, including packet sniffers, port scanners, vulnerability scanners, and specialized tools 
such as web application vulnerability scanners. Each of these tools has a role to play in a vulner-
ability assessment, and they are often used together or in sequence to help provide a faster, 
more accurate result.

We will examine each of these tools in the order in which they are frequently used to scan 
systems and networks. The process typically starts with a sniffer and a port scanner, which are 
used to look for hosts that provide services on the network. From there, vulnerability scanners 
are used to find vulnerable services and systems. Finally, if you discover web applications, you 
might want to use a web application vulnerability scanner’s specialized abilities to test it.

Protocol analyzers and sniffers
In Chapter 2, “Network security technologies,” we looked at protocol analyzers and sniffers, 
tools that allow you to view and analyze network traffic on the wire. The capabilities that make 
these tools useful for detecting attacks and analyzing attack traffic also make them a useful 
part of vulnerability assessment. 
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NOTE  A SNIFFER BY ANOTHER NAME

Remember that protocol analyzers, packet analyzers, packet sniffers, and sniffers are all 
names for the same tools used to read network traffic and display it.

There are a few ways in which sniffers are frequently used during vulnerability analyses 
and during penetration tests, which include:

■■ Capturing data during port scans and vulnerability scans to provide additional infor-
mation about what data is being sent and received. This provides a log that penetra-
tion testers find useful to demonstrate what occurred and when. Capturing network 
activity can also provide more information about specific responses, allowing manual 
analysis if needed. 

■■ Providing insight into the actual content of traffic sent by an attacker or attack tool, 
thus allowing security professionals to assess the significance of a threat. If the payload 
of the packets is an attack that your organization is vulnerable to, it is far more of a 
threat than a random attack that uses a tool you’re not susceptible to.

■■ Analyzing the results of your own attack traffic when testing a system. This uses the 
same concepts as watching a third-party attack traffic but can be used inside of a 
network to monitor your own testing.

■■ Capturing traffic to determine whether network controls such as an IPS, firewall, or proxy 
work. A sniffer deployed at each point along the path between the sender and receiver 
can provide in-depth information about what traffic is permitted, and whether the 
network security devices are making changes to the traffic. This process is very similar 
to the process that many network and security professionals use when diagnosing net-
work connectivity issues, but it changes the focus from making traffic flow to ensuring 
that controls work.

As you can see, sniffers are a critical part of your arsenal of tools when you are conducting 
vulnerability scans and penetration tests. The process for penetration testing, including the 
selection of tools from those discussed here, is covered in the “Penetration testing” section 
later in this chapter.

IMPORTANT  THE IMPORTANCE OF LOGGING

Logging your scans by using a sniffer can be incredibly useful when your scanner is 
accused of causing problems such as a system crash or outage. Complete logs will allow 
you to provide details about which systems you were scanning at any given time and 
how they responded. Although it’s rare, it is possible that your scan could take a system 
or network down!
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Port scanners
One of the first tools that a security professional uses from his toolbox when starting to assess 
a network is a port scanner. Port scanners provide a quick and easy way to assess the services 
that are exposed on a network and can help analysts quickly get an idea of whether an organ
ization’s systems are well maintained and secured or if there are problems throughout the 
network.

Port scanners attempt to connect to services hosted on systems and devices on a network, 
and then they monitor responses. In their simplest form, they check to see which ports respond, 
but they can provide a variety of capabilities beyond that if they analyze the responses from 
the systems they receive data from.

MORE INFO  NMAP SCANNING

Over the years, port scanners have added a range of capabilities intended to allow them to 
be more effective. A quick read through the Nmap guide to port scanning techniques can 
help you explore how many ways there are to scan a network. You can find the full list of 
techniques at http://nmap.org/book/man-port-scanning-techniques.html.

One of the major advantages of port scanners is that they can be quite fast. Unlike the 
vulnerability scanners we will discuss next, a port scanner is focused on a very limited set of 
information about systems, which helps it provide a quick list of ports and services, often with 
basic operating system identification thrown in. Most vulnerability scanners also limit them-
selves to a set of default ports, rather than scanning the full set of 65,535 ports that could be 
exposed to the world. Of course, scanning only part of the range of ports means that services 
that run on different ports might be missed!

Real world

Nmap
The network mapper Nmap is an open-source security scanner that is one of the 
most popular port scanners in the world. Nmap provides the ability to discover 
hosts, identify which ports are accessible and what state they are in, perform service 
identification for the services running on those ports, and determine the likely 
operating system of the host (see Figure 7-3). Versions of Nmap have been created 
for most major operating systems, making it a common choice for most security 
professionals who need to conduct a port scan.

In the scan shown in Figure 7-3, Nmap also identified that the scan was run against 
a  Linux system that appeared to be running a 2.6.x branch of Linux, and that the 
host itself appears to be a VMWare virtual machine. You now know much more 
about the system, but you don’t know if these services are vulnerable.
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FIGURE 7-3  In this Nmap scan, a vulnerable Linux system provides a huge number of 
services, including FTP, SSH for remote access, SMTP email, DNS, a web server, and many 
other ports. 
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Of course, port scanning alone cannot provide a full understanding of the vulnerabilities 
that a system might have. When your scan completes, you will probably have useful infor-
mation about potential targets, and you might even have some ideas about which systems 
might be vulnerable. With that data in hand, the next step for most security professionals is 
to scan the systems identified by a port scan with a vulnerability scanner.

Vulnerability scanners
Vulnerability scanners are the next step up in the scanning process. There are two common 
types of vulnerability scanners: network vulnerability scanners and web application vulner-
ability scanners. We’ll explore each in turn.

Network vulnerability scanners
Network vulnerability scanners are designed to scan for vulnerable systems through a net-
work. After they are provided with a target, which can be a single system, a network, or a 
whole range of addresses, they scan for and connect to services. This allows them to gather 
information about the version of the application or service running and to check it against a 
database of known vulnerable versions. More advanced vulnerability scanners also conduct 
tests to determine if specific vulnerabilities exist, either by testing for specific signs, or querying 
information on the system for details of what is installed. Some vulnerability scanning tools 
even allow you to embed administrative credentials that allow the scanner to log into systems 
they’re scanning to verify software versions and other system settings directly.

In Figure 7-4, a scan was conducted against a sample vulnerable system by using Nessus, 
apopular vulnerability scanning package, resulting in a list of vulnerabilities. As you can see, 
the sample vulnerability selected from the scan is classified by its risk level based on the sig-
nificance of the issue that would be created by exploitation of the vulnerability.

In this example, Nessus found 156 results, and the figure shows a high-security issue 
from that list that involves the SUDO command in Ubuntu Linux. Note that Nessus provides 
a description, a solution suggestion, links to details on the vulnerability itself, and information 
about when the vulnerability was discovered. 
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FIGURE 7-4  Nessus provides detailed vulnerability information for each vulnerability it discovers.

Web application vulnerability scanners
Web applications are the face of most organizations, and those applications can have a wide 
range of vulnerabilities, such as to the cross-site scripting, SQL injection, and faulty logic issues 
we discussed in Chapter 5, “Threats and attacks.” Each application can respond differently 
to its users, and the way applications display data, accept input, and interact with back-end 
database servers can vary greatly. This means that web application assessment is a relatively 
specialized discipline. Until recently, most network vulnerability scanners did not have strong 
web application vulnerability assessment capabilities, leaving a niche for a variety of special-
ized web application vulnerability scanners (sometimes called web application security scanners). 
This is slowly changing, and major products are starting to add increasingly useful web ap-
plication scanning tools to their existing vulnerability scanning products.

Web application vulnerability scanners act like an attacker might, and feed web applica-
tions bad input, change what forms send back to the application, and attempt to inject SQL 
statements, along with other specialized techniques. They also check for common miscon-
figurations, sample files and scripts, and vulnerable versions of the underlying software for 
websites such as their scripting engines and web servers.
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EXAM TIP

The CompTIA Security+ exam expects you to know the difference between vulnerability 
scanning and web application vulnerability scanning. Remember that web application 
vulnerability scanning focuses on application and logic vulnerabilities, and vulnerability 
scanners look at vulnerable versions and configurations of services.

In Figure 7-5, you can see a simple open-source web application and server vulnerability 
scanner called Nikto. Nikto’s primary focus is on web servers and common vulnerabilities in 
known web applications, which means it is a useful tool to check for known vulnerabilities. 
Unlike more complex scanners, Nikto doesn’t provide an in-depth scanning tool for custom 
applications.

FIGURE 7-5  This Nikto scan identified the system as an Ubuntu Linux server running Apache 2.2.28 with 
PHP 5.2.4, which is outdated. In addition, Nikto identified multiple vulnerabilities listed in the Open 
Source Vulnerability Database (OSVDB) that could be issues or misconfigurations.

More complex scanners include internal logic that can analyze custom web applications 
and can identify vulnerabilities in how they handle input and user interaction. In Figure 7-6, 
the open-source Web Application Attack and Audit Framework (w3af) scanner has been run 
against a vulnerable application. Unlike Nikto, it explored the full application and attempted 
to feed it a variety of input.
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FIGURE 7-6  w3af provides far more information about vulnerabilities in the application than Nikto does.

In the example scan shown in the figure, you can see a list of issues with descriptions. 
Theselected vulnerability that is marked by red text provides more information, including 
the user name and password for a vulnerable phpMyAdmin installation on the target system.

NOTE  WHEN AUTOMATED TOOLS AREN’T ENOUGH

Automated tools provide many features and don’t get bored while scanning, but in many 
cases it takes a human to fully understand the internal logic of a web application. Thus, 
although web application scanning tools are a useful part of a vulnerability management 
program, you may still want to engage a talented web application assessment tester if it is 
absolutely critical that your web applications are secure.

No matter what type of vulnerability scanner you use, you should bear in mind that scan-
ners are rarely 100 percent accurate. Vulnerability scanning is a useful tool as part of a strong 
vulnerability management program, and is a key part of a defense in depth strategy, but it 
isn’t enough protection on its own.
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MORE INFO  COMPARING WEB VULNERABILITY SCANNERS

Shay Chen’s 2012 Web Application Vulnerability Scanner comparison tested a variety of 
the most popular vulnerability scanning tools available today and found that none of 
them identified all of the vulnerabilities he was testing for. You can find his full report at 
http://sectooladdict.blogspot.com/2012/07/2012-web-application-scanner-benchmark.html.

Quick check
1.	 What type of tool would you use to monitor the traffic sent by a vulnerability 

scanner?

2.	 How do web application vulnerability scanners differ from network vulnerabil-
ity scanners?

Quick check answers
1.	 A sniffer or packet analyzer is typically used to monitor the packets sent by a 

vulnerability scanner or port scanner. This allows you to see what is sent and re-
ceived by the scanning system, providing useful information about what systems 
were scanned and how they responded. 

2.	 Web application vulnerability scanners focus on internal logic, vulnerabilities in 
how applications handle user input that allow attacks such as cross-site script-
ing, SQL injection, and similar problems. Vulnerability scanners typically look for 
vulnerable services and configuration issues and typically don’t understand how 
the applications themselves work or handle user input.

Honeypots and honeynets
The CompTIA Security+ exam looks at two types of systems designed to lure attackers into 
targeting them: honeypots and honeynets. Honeypots are specially designed systems and 
applications that expose tempting interfaces and vulnerabilities to potential attackers. Often 
they will provide a complete copy of a legitimate vulnerable system, but will be designed in a 
way that prevents attackers from gathering actual data or performing further attacks. Instead, 
they gather information about what the attackers do and how they do it. Most honeypots log 
every action taken on the system, and many also keep copies of files and tools that attackers 
bring with them.
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Honeypots are often classified into one of two types:

■■ Low-interaction honeypots, which provide a few commonly targeted services and are 
focused on studying the most heavily attacked applications and systems

■■ High-interaction honeypots, which emulate an entire operating system or application, 
allowing attackers to perform the actions they normally would on a compromised 
system

Honeynets work much like honeypots do, but on a much broader scale: they are entire 
networks of systems designed to lure attackers in. This means that some honeynets can 
detect attacks in a variety of locations or attacks aimed at a variety of systems on a network.

Network honeypots are often called sinkholes. Much like honeypots, sinkholes are designed 
to absorb attacks safely while providing researchers and security professionals with a chance 
to study malicious traffic. 

MORE INFO  THE HONEYNET PROJECT

Information security researchers around the world contribute to the Honeynet Project, 
a collaborative network of honeypots run through a nonprofit coordinating body. More 
information about the Honeynet Project can be found at www.honeynet.org.

Organizations might deploy honeypots or honeynets for research, allowing them to un-
derstand new threats, or for production use, to help detect attacks and new threats on their 
own internal networks. In addition to the honeynets and honeypots the CompTIA Security+ 
exam focuses on, two other common security tools exist, with related uses: darknets and tarpits.

Darknets
Darknets are segments of unused network space that host no servers and provide no services. 
Thus, no traffic should be sent to them, because they don’t advertise anything that should 
result in connections. This means that any network traffic sent to the darknet IP addresses is 
suspect and is likely to be of interest to security professionals.

Darknets typically host one or more systems that collect all network traffic sent to the 
network. When the traffic is captured, it can be analyzed to detect port scans such as those 
discussed earlier in this chapter. Darknets have been used to detect worm outbreaks, miscon-
figured systems, and a host of other abnormal network traffic. 

MORE INFO  REAL-WORLD DARKNETS

Team Cymru, a nonprofit security research organization, runs an extensive darknet to 
capture probes, malware, and other attacks that randomly attack IP addresses on the 
Internet. More details on the Darknet project can be found at www.team-cymru.org/
Services/darknets.html, where you can access full instructions on how to set up your 
own darknet server.
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Tarpits
In addition to detecting scans, some organizations prefer to slow down scanners. Tarpits are 
the answer. A tarpit is a system specifically configured to delay network connections such as 
those made by a worm that is scanning for new systems to compromise, or a network vulner-
ability or port scanner that is searching for services.

Tarpit implementations can be as simple as an increased delay for connections to an email 
server, and as complex as a dedicated server that responds to every connection to a subnet 
with a variety of connection messages, resulting in scanners taking hours to scan, only to 
return a list of fake services and systems.

IMPORTANT  WHY TARPITS AND DARKNETS?

Though the CompTIA Security+ exam doesn’t cover darknets, tarpits, or sinkholes, the 
concepts behind them are useful for security professionals to keep in mind when learning 
about how attackers can be monitored, stopped, and studied.

EXAM TIP

The CompTIA Security+ exam covers honeypots and honeynets. Simply remember that 
ahoneypot is a single system, and that a honeynet is more than one system, typically 
deployed in various network locations.

Quick check
1.	 What type of network security tool is designed to allow attackers to break in 

and interact with the operating system so that security professionals can learn 
about their behavior?

2.	 Why might you deploy a honeynet?

Quick check answers
1.	 A high-interaction honeypot is designed to provide a simulated, safe target for 

attackers that reacts like a real system would.

2.	 Honeynets are useful for detecting attacks that are distributed across a network or 
that occur in more than one location. Honeynets can help security professionals 
determine the scope and size of a scan or attack by capturing traffic in a variety 
of locations.
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Penetration testing 

Penetration testing is the process of attacking an organization to test its technical security, 
practices, procedures, and other defenses. Penetration tests are conducted by, or for, organi
zations that want a real-world test of their security. Unlike actual attacks, penetration tests 
are conducted with the knowledge of the organization, although some types of penetration 
tests occur without the knowledge of the employees and departments being tested.

Penetration tests are typically used to verify threats or to test security controls. They do 
this by bypassing security controls and exploiting vulnerabilities, using a variety of tools and 
techniques, including the attack methods discussed earlier in this book. Social engineering, 
malware, and vulnerability exploit tools are all fair game when it comes to penetration testing.

IMPORTANT  PENETRATION TESTING AND THE COMPTIA SECURITY+ EXAM

The CompTIA Security+ exam focuses on the use of penetration testing for these purposes. 
Penetration tests actively test security controls by exploiting vulnerabilities and bypassing 
security controls, and this helps to verify that a threat exists.

Penetration tests are often classified as overt or covert and as internal-perspective or 
external-perspective tests. Overt penetration tests are intended to be visible to members of 
the organization being tested, and use techniques that are likely to be detected by security 
tools, system administrators, and security professionals. Covert tests better simulate more 
stealthy attacks and attempt to evade detection. Tests with an internal perspective or view 
are conducted from inside an organization’s security perimeter, whereas external-perspective 
tests are conducted from outside that perimeter. Note that the designation of a test as an 
internal-perspective test does not imply that the testers were allowed past that perimeter. 
One common technique for penetration testers is to bypass external security perimeters 
physically by placing devices inside an organization.
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Real world

My Little Pwnie Plug
Pwnie Express (pronounced “Pony Express”) is a company that specializes in pen-
etration testing hardware. Among their products are penetration testing aids known 
as the Pwn Plug and the Power Pwn (see Figure 7-7), which are designed to help 
bypass security perimeters. 

FIGURE 7-7  The Pwn Plug looks like a common power adapter.

The Pwn Plug resembles a common “wall wart” power adapter but conceals a small 
Linux computer complete with flash memory, network adapters, and penetration 
testing software packages preloaded. The Pwn Plug shown in Figure 7-7 is an innocu-
ous device that penetration testers can plug into any power outlet in buildings 
to which they can gain access. Once there, it can connect to wireless and wired 
networks, perform vulnerability testing with a variety of built-in open-source tools, 
and provide an encrypted tunnel in for penetration testers. The device even includes 
a set of stickers intended to make it look more like a common power adapter. Most 
of the staff in your organization would probably not think twice about a Pwn Plug.

Devices such as the Pwn Plug aren’t the only way in for penetration testers. Other 
recent techniques include seeding parking lots with USB flash drives that contain  
malware that phones home to the testing team after they’re plugged into a work-
station, using social engineering techniques to persuade staff members into allowing 
the penetration testers themselves to access their PCs, and a host of other techniques.
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Types of penetration tests
The CompTIA Security+ exam divides penetration tests into three major types of testing, 
classified by how much information the testers have. The categories are black box, white box, 
and gray box testing. We’ll take a look at each of them, and then we’ll explore how they are 
performed.

Black box penetration testing
Black box penetration tests, sometimes called blind penetration tests, are conducted with no 
knowledge of the environment. They are much more difficult to conduct than white box or 
gray box vulnerability tests, because they require the penetration testers to gather any informa-
tion they need about an organization by themselves.

This makes black box penetration tests a far better test of what an actual attacker might 
manage to do. Because black box testing is as close to a real-world attack as possible, some 
organizations opt to use black box penetration tests to test their own defenses against attack-
ers. As you might imagine, a black box penetration test is typically far more expensive in terms 
of both time and effort than tests that provide attackers with more knowledge. Worse, black 
box testing can leave entire sections of an IT infrastructure alone if the attacker misses them 
when scanning for targets.

White box penetration testing
White box penetration tests provide the most information to the penetration testing team. 
Because white box testing provides a complete and unobstructed view of the environment 
tothe attacker, it is sometimes called crystal box penetration testing.

White box penetration testing provides several advantages:

■■ More focus is placed on the test itself, rather than on gathering information.

■■ More in-depth testing can be accomplished, because everything that can be tested 
is exposed.

■■ Attacks against known systems and services are more likely to be the right attack and 
to demonstrate true issues with the systems and services.

White box testing can be very helpful in identifying vulnerabilities that might be missed 
by a black or gray box test, but they can add additional cost because of the broader scope 
that total visibility can create. 

EXAM TIP

If you can’t recall what information is available during a penetration test, remember that 
the color of the box tells you all you need to know. You can’t see through a black box, but 
the white (crystal) box shows you everything.
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Gray box penetration testing
Gray box penetration testing is a middle ground between black box testing and white box 
testing. Gray box testers typically receive partial information about the subjects of their testing 
but don’t have access to every detail of the target. Gray box testing can help avoid some of the 
problems with black box testing by ensuring that important parts of the target aren’t missed. 
It can also prevent the common white box testing issue of not replicating an actual attack 
scenario.

NOTE  GRAY BOXES: PARTIAL KNOWLEDGE TESTING

Gray box testing is sometimes called “translucent box” testing, a halfway point between 
white box testing’s “crystal box” and black box testing’s “blind” testing. 

Quick check
1.	 A penetration that that is performed with full knowledge of the systems, net-

work, and defenses of a target is known as what type of penetration test?

2.	 What are the advantages and disadvantages of a black box penetration test?

Quick check answers
1.	 A white box, or crystal box penetration test provides full knowledge of the 

environment being tested to the attackers. This allows them to more fully test 
the environment, but it does not simulate a real-world attacker’s view of the 
systems.

2.	 Black box penetration tests provide a real-world test by providing no internal 
knowledge of the organization or systems that are being tested. This can result 
in systems being missed due to lack of knowledge.

Conducting a penetration test
After you have decided on the type of penetration test that will be conducted, a complex 
process still awaits. Thorough penetration testing can be very involved, and using a standard 
process can help keep the test from causing issues or breaking down midway through.

A typical penetration test will use most of the following steps:

1.	 Documentation of the request for the penetration test, including the authority under 
which it will be performed, its scope, and who the audience for the results will be

2.	 Planning and design

3.	 Identification of the targets of the test
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4.	 Selection of methods and tools

5.	 Vulnerability testing and validation against the target and/or security assessment of 
the target

6.	 Reporting

7.	 Remediation of issues discovered during the penetration test

IMPORTANT  PENETRATION TESTING AND PERMISSION

Penetration testing should only be done with appropriate authorization. Many penetration 
testers and security professionals refer to this as a “Get out of jail free card,” because having 
the right permission ensures that security testing won’t get the tester fired!

Next we will explore each of these steps, including what each requires, what it involves, 
and what you need to know to execute each step.

Authority, scope, and audience
Three key elements to understand before you begin a penetration test are the authority 
under which you are conducting it, the scope of the penetration test, and who you are pre-
paring the results for.

Penetration tests should be authorized by an appropriate member of the organization 
engaging the penetration tester. Often this means the CEO or CIO of an organization, or an 
equivalent member of management. Equally important is to have written authorization for 
the test.

The person or group that authorizes the test is typically the sponsor within the organiza-
tion. The sponsor of a penetration test plays a key role, which usually includes coordination 
within the organization. In addition, the sponsor can help handle issues that arise during the 
penetration test, particularly if it is a black box test that staff members in the organization 
are not aware of.

The sponsor or sponsors of the penetration test will also help to set the scope of the 
test. Properly scoped tests will include appropriate systems and networks. If scope isn’t well 
defined, or if the scope includes the wrong systems, penetration tests can cause outages or 
other issues. Obviously. penetration tests bear some risk even at the best of times, but proper 
scoping can keep those risks within the risk appetite of the organization. Scoping also helps 
penetration testers estimate how much effort and time they will need to complete the test, 
which can ensure that appropriate resources are used. 

During the scoping process, testers will also typically set the rules of engagement for the 
penetration test. These should clearly state what the testers are allowed to do, as well as what 
they are prohibited from doing. If testers are not allowed to use social engineering, or cannot 
seed the parking lot of the facility with flash drives filled with malware, they need to know 
this as part of the rules. This means that the penetration testers need to carefully explain what 
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they will be doing to the sponsors, because sponsors are unlikely to realize the full impact of 
what they may authorize if they are not told.

Finally, penetration testers need to know who their report will be provided to. Often, 
penetration tests include both a high-level executive summary suitable for senior manage-
ment as well as a more technical, in-depth report. The executive summary must provide key 
information about the testing and what issues were found without venturing too far into 
esoteric technical data. The in-depth report typically includes far deeper detail on what 
actions were taken, what resulted from the actions, and how vulnerabilities were verified. 

If these three initial elements aren’t well understood, a penetration test can fail before 
it starts!

Penetration test planning and design
In order to perform a thorough penetration test, you need a plan. Fortunately, several orga-
nizations provide documentation on penetration testing methodologies, including NIST’s SP 
800-115 Technical Guide to Information Security Testing, the OWASP (Open Web Application 
Security Project) guide to web application penetration testing, and the Institute for Security 
and Open Methodologies’ (ISECOM’s) Open Source Security Testing Methodology Manual, or 
OSSTMM.

MORE INFO  PENETRATION TESTING METHODOLOGIES

You can find these methodologies the following sites:

■■ NIST (csrc.nist.gov/publications/nistpubs/800-115/SP800-115.pdf ) 

■■ OWASP (www.owasp.org/index.php/Web_Application_Penetration_Testing) 

■■ ISECOM (www.isecom.org/research/osstmm.html )

Other methodologies exist, allowing you to choose the methodology or elements that best 
fit your organization’s needs.

Whether you select a third-party methodology, use one to develop your own, or simply 
create one in house, a thorough penetration testing plan can help avoid problems. Plans help 
you identify tools and infrastructure, needed information and skills, and when and how the 
test will be conducted. A well-designed plan can reduce the potential negative impact that 
attacking an organization’s infrastructure can have, while still allowing you to gather useful 
information.

Target identification
The way targets are identified for a penetration test depends on the type of test being con-
ducted. A white box test will usually be accompanied by a list of targets, including systems, 
applications, and security procedures that need to be tested. Black and gray box tests provide 
far less information, leaving identification of targets to the penetration testing team.

http://csrc.nist.gov/publications/nistpubs/800-115/SP800-115.pdf
http://www.isecom.org/research/osstmm.html
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Target identification without full knowledge starts with gathering information about the 
organization. Public information includes public websites, information from web forums, and 
postings that employees have made about the company. With that information in hand, the 
penetration tester can gather more detail, including IP address ranges, domains, and other 
information that can help narrow the list of potential targets.

After the penetration testers have identified a list of potential targets, they will typically 
conduct information-gathering exercises such as DNS queries, port scans, and sometimes vul-
nerability scans. Each of these can provide more detail about the systems their target exposes 
to the world.

MORE INFO  EXPLOIT AND VULNERABILITY DATABASES

Knowledge is also a key component of testing for vulnerabilities. Most vulnerability 
assessment tools provide links to known vulnerabilities, but knowing where to find more 
information is important. Fortunately, large-scale exploit databases exist that can provide 
information about vulnerabilities, often including working exploit code and details about 
which versions of software packages have the vulnerability.

Some of the most popular vulnerability resource and reference sites are:

■■ The Common Vulnerabilities and Exposures (CVE)  dictionary run by  
MITRE (cve.mitre.org/index.html )

■■ The Exploit Database (www.exploit-db.com/ )

■■ The Open Sourced Vulnerability Database (www.osvdb.org/ )

■■ The National Vulnerability Database (nvd.nist.gov/ )

Simply entering an application’s name into these reference sites can be a very informative 
exercise.

When they are done, penetration testers will have a list of targets with information about 
each. From there, they can build a list of penetration testing goals and tasks that will drive the 
rest of their assessment. In order to complete the assessment, they need to determine what 
methods and tools they will use to meet their penetration testing goals.

Methods and tools
Penetration testing methods include many of the same attacks discussed in earlier chapters 
but are intended to determine if a vulnerability exists, rather than to disable the organization. 
Thus, attacks tend to focus on vulnerability verification, with exploits used to prove that the 
vulnerability exits or to gain further access to allow deeper testing. Most penetration tests 
avoid conducting denial of service attacks, although it is possible that an organization may 
include them in the scope.

Methods for testing are often selected in the planning phase of the penetration test to 
meet the scope of the assessment. After targets have been identified, those methods can be 

http://cve.mitre.org/index.html
http://www.exploit-db.com/
http://www.osvdb.org/
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refined based on information gathered about the targets. If the targets are web servers, then 
web application testing tools and techniques would be chosen, whereas a Windows domain 
would require the selection of tools that focus on Active Directory and common Windows 
vulnerabilities.

A broad variety of tools exist for penetration testers to choose from, ranging from com-
mercial tools to open-source packages, and those that have both commercial and open-source 
versions, such as the Metasploit Framework. A key part of penetration testing is selecting 
appropriate tools for the targets of the test.

MORE INFO  LINUX PENETRATION TESTING DISTRIBUTIONS

In addition to commercial tools, a variety of prepackaged open-source penetration testing 
tools are available. Some of the most popular include:

■■ BackTrack Linux (www.backtrack-linux.org/ )

■■ Kali Linux, a recent replacement for BackTrack Linux: (www.kali.org)

■■ InGuardians Samurai Web Testing Framework (samurai.inguardians.com/ )

■■ Knoppix Security Tools Distribution (STD) (s-t-d.org/ )

■■ BugTraq (bugtraq-team.com/ )

■■ BackBox Linux (www.backbox.org/ )

Penetration testing toolkits are constantly being created, and each has its strong points, 
so it is worth reviewing what toolkits are being actively updated at the time you need to 
conduct your test. If you prefer to test your skills, distributions such as Metasploitable, a 
product found at http://sourceforge.net/projects/metasploitable/files/Metasploitable2/, 
provide a playground for penetration testers to attack in a safe lab environment.

Vulnerability testing, validation, and assessment
The full details of how to conduct a penetration test could fill a book on their own. For our 
purposes, it is important to know that a penetration test should be conducted in accordance 
with the rules of engagement that the sponsor helped set when the assessment was scoped, 
and that the tester or testers must be careful to not go beyond that scope without approval.

During a penetration test, the testers will use a variety of scan, attack, and analysis tools. 
All of the data that is collected should be carefully logged, including notes on when each 
attack is conducted, what target or targets it is aimed at, and what data was gathered from 
the attack.

Careful logging and analysis is important, and if a team is conducting the penetration test, 
a method to keep the team coordinated is very important. Penetration tests can be expen-
sive and dangerous to an organization’s business and infrastructure if they are not carefully 
conducted, so care and diligence are critical.

http://www.backtrack-linux.org/
http://samurai.inguardians.com/
http://s-t-d.org/
http://www.backbox.org/
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Reporting
After a penetration test has been completed, a report needs to be prepared for the sponsor 
or sponsors. In many cases, additional technical reports will also be required for the areas in 
which issues were identified, because the report to the sponsor of the penetration test is typi-
cally a high-level report.

IMPORTANT  TARGETING YOUR REPORTS

High-level reports should prioritize issues. Penetration tests can provide massive amounts 
of information, and understanding what your sponsor is looking for and how to best pro-
vide that data to the sponsor is key!

Reports should include the scope, the targets, the tools and methods selected and used, 
and information about what vulnerabilities were found and successfully validated. Reports 
should also include details on any vulnerabilities that were identified but that testers were 
unable to exploit, particularly if they were not exploited due to constraints set by the scope 
or rules of engagement of the test.

Reports typically include technical information as an appendix or as an additional docu-
ment. This allows the sponsors to provide detail to system administrators or security staff, 
which will allow them to put in place appropriate controls or fixes for the issues observed 
during the test.

Remediation
The final stage of a penetration test is remediation. After the sponsor and those who have a 
stake in the test have read the report, the issues that were reported must be prioritized and 
acted on. In most cases, penetration tests find a variety of issues, and not all of them will be 
remediated due to costs, time constraints, or other reasons.

When remediation is finished, long-term monitoring and maintenance is necessary. The 
network monitoring techniques we discussed in Chapter 6 are important to implement to 
ensure that ongoing monitoring occurs. Many organizations choose to perform penetration 
tests on a recurring basis, and some standards and laws require them.

MORE INFO  PCI –DSS AND PENETRATION TESTING

Requirement 11.3 of the Payment Card Industry Data Security Standard (PCI-DSS) credit 
card standard requires penetration tests at least annually, as well as any time a signifi-
cant change is made to the credit card processing environment. In fact, the PCI Security 
Standards Council provides guidance that notes that all upgrades and modifications of the 
environment should be penetration tested! Their guidance document also suggests that 
the method and results should be documented to ensure that information about the test-
ing is available. Details of this requirement can be found at www.pcisecuritystandards.org/
pdfs/infosupp_11_3_penetration_testing.pdf.

www.pcisecuritystandards.org/pdfs/infosupp_11_3_penetration_testing.pdf
www.pcisecuritystandards.org/pdfs/infosupp_11_3_penetration_testing.pdf
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Quick check
1.	 Who authorizes a penetration test?

2.	 What information should a penetration test report contain?

Quick check answers
1.	 A senior administrator such as a CEO or CIO should authorize a penetration test. 

Penetration tests should only be conducted with full authorization from a person 
who has the authority to permit them, and documentation of the authorization 
and scope should be retained as part of the test.

2.	 Penetration test reports should include the scope, methods used, and information 
about the issues discovered. Typically, reports should include both an executive 
overview and detailed information for technical staff who need to remediate 
vulnerabilities found during the test.

Chapter summary

■■ Risk is used to determine organizational priorities. You can use the equation Risk = 
Likelihood × Impact, to rate risks based on how often they occur and how much harm 
they would result in.

■■ Threats leverage vulnerabilities via attack vectors, resulting in business or technical 
impact. The relationship and differences between risks, threats, and vulnerabilities is 
important to remember: a risk is the potential that a threat will exploit vulnerabilities 
of a system, network, or other asset, resulting in harm. A threats is an actor that might 
exploit a vulnerability.

■■ A broad range of tools can be used for vulnerability assessment, including protocol 
analyzers, sniffers, port scanners, and vulnerability scanners. Protocol analyzers and 
sniffers are used to monitor traffic sent by other tools, and to look at responses. Port 
scanners and vulnerability scanners are used to actively scan systems and devices.

■■ The reasons for conducting vulnerability scans including identifying vulnerabilities, veri-
fying security controls, checking for missing controls, and finding misconfigurations.

■■ Port scans identify accessible services, operating system versions, and other basic 
information about a system. Vulnerability scans check for service versions and other 
information about a system and compare that data to a list of known vulnerabilities. 
Penetration tests often take advantage of both by first scanning for open ports and 
then targeting specific services.

■■ Honeypots and honeynets are security tools that invite attackers to break in, and allow 
security professionals to learn their techniques and tools by capturing them.
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■■ Organizations use assessment techniques such as baseline reporting, which checks 
current settings against those defined in a security baseline or template; and code 
review, which explores the source code of an application to ensure that it doesn’t con-
tain bugs, mistakes, or other flaws to monitor for new vulnerabilities and risks to their 
systems and software.

■■ Design and architecture review, which takes advantage of knowledge of how services, 
networks, and systems are put together to determine whether they are vulnerable. This 
also helps to assess the attack surface, which is the part of the design that is accessible 
to attackers.

■■ Penetration tests are a hands-on way to test actual vulnerabilities. Penetration tests 
typically follow a process that starts with authority to conduct a test, then moves 
through setting a scope, selecting tools, and then performing a penetration test. They 
typically conclude with a report, followed by application of controls or fixes to identi-
fied issues.

■■ Penetration test view, include black box penetration testing, which provides no data 
to the tester; gray box testing, which restricts available information; and white box 
testing, which provides full detail and visibility of the environment to those who are 
testing it.

Chapter review

Test your knowledge of the information in Chapter 7 by answering these questions. The 
answers to these questions, and the explanations of why each answer choice is correct or 
incorrect, are located in the “Answers” section at the end of this chapter.

1.	 A security tool that is designed to allow attackers to attack a simulated system and 
thatgathers information about the attackers’ tools and techniques is known as what?

A.	 A vulnerability detection system

B.	 A port scanner

C.	 A darknet

D.	 A honeypot

2.	 What type of vulnerability review focuses on how systems are put together?

A.	 A penetration test

B.	 A vulnerability scan

C.	 A design or architecture review

D.	 A code review
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3.	 The potential that a threat will exploit vulnerabilities is known as what?

A.	 A risk

B.	 A vulnerability

C.	 A threat

D.	 An exploit

4.	 The equation to calculate risk is:

A.	 Risk = Likelihood × Vulnerability

B.	 Risk = Impact × Vulnerability

C.	 Risk = Vulnerabilities × Threats

D.	 Risk = Likelihood × Impact

5.	 What type of penetration test provides partial visibility into the details of the environ-
ment to the testers?

A.	 Red box

B.	 White box

C.	 Gray box

D.	 Black box

6.	 What type of testing would you perform to identify services and accessible ports via a 
network?

A.	 A port scan

B.	 A penetration test

C.	 A vulnerability scan

D.	 A ping sweep
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Answers

This section contains the answers to the questions for the “Chapter review” section in this 
chapter.

1.	 Correct Answer: D

A.	 Incorrect: Vulnerability detection system is a made-up term.

B.	 Incorrect: Port scanners are tools used to scan for open services.

C.	 Incorrect: A darknet is an unused network set up and instrumented to detect 
attacks—any traffic sent to a darknet is suspect, because no valid systems should 
exist there.

D.	 Correct: A honeypot is designed to allow attackers to compromise a fake system, 
providing the opportunity to study their actions.

2.	 Correct Answer: C

A.	 Incorrect: A penetration test tests a broad variety of security controls by attacking 
systems and networks to attempt to gain access.

B.	 Incorrect: A vulnerability scan scans for vulnerabilities by using a scanning tool.

C.	 Correct: A design or architecture review investigates the design of a system, net-
work, or application.

D.	 Incorrect: A code review targets the source code of an application or service to 
check it for vulnerabilities and bugs.

3.	 Correct Answer: A

A.	 Correct: A risk is the potential that a threat will exploit vulnerabilities.

B.	 Incorrect: A vulnerability is a weakness in a system or asset that can be exploited. 

C.	 Incorrect: A threat is a possible danger that might exploit a vulnerability, resulting 
in harm to the organization.

D.	 Incorrect: An exploit is a successful attack against a vulnerability, or a known 
method of attacking a vulnerability successfully.

4.	 Correct Answer: D

A.	 Incorrect: Likelihood is important to risk, but vulnerability isn’t used in the 
calculation.

B.	 Incorrect: Impact is important to risk, but vulnerability isn’t used in the calculation.

C.	 Incorrect: Neither vulnerability nor threats are used in the calculation of risk. 

D.	 Correct: Risk is calculated by multiplying likelihood and impact. This makes 
higher-impact or higher-probability risks more important.
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5.	 Correct Answer: C

A.	 Incorrect: Red box is not a term associated with penetration testing.

B.	 Incorrect: White box or crystal box penetration testing allows full visibility and 
knowledge of the penetration test target.

C.	 Correct: Gray box penetration testing provides partial knowledge of the target.

D.	 Incorrect: Black box testing provides no knowledge of the testing target.

6.	 Correct Answer: A

A.	 Correct: A port scan provides information about open ports, helping to identify 
services on a network.

B.	 Incorrect: A port scan is often part of a penetration test, but you are unlikely to 
perform a complete penetration test to identify services.

C.	 Incorrect: Vulnerability scans search for vulnerable services but are not the best 
way to identify them.

D.	 Incorrect: A ping sweep tries to ping a series of machines to see if they are online 
and responding to pings—something that most modern operating systems don’t 
do by default.
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