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Command Syntax Conventions
The conventions used to present command syntax in this book are the same conventions 
used in the IOS Command Reference. The Command Reference describes these  
conventions as follows:

■■ Boldface indicates commands and keywords that are entered literally as shown.  
In actual configuration examples and output (not general command syntax), boldface 
indicates commands that are manually input by the user (such as a show command).

■■ Italic indicates arguments for which you supply actual values.

■■ Vertical bars (|) separate alternative, mutually exclusive elements.

■■ Square brackets ([ ]) indicate an optional element.

■■ Braces ({ }) indicate a required choice.

■■ Braces within brackets ([{ }]) indicate a required choice within an optional element.
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Introduction
You might have heard Cisco ThousandEyes referred to as the “Google Maps for the 
Internet,” the Internet visibility platform that the world’s biggest brands and fastest 
growing startups rely on to ensure they’re delivering the best possible digital experienc-
es. This comparison isn’t far from the truth. In this book we review some basic network 
concepts before jumping into the installation of agents. We explore where to deploy the 
agents and why. We look at test creation, when to use certain tests, and the objective of 
those tests. As we build on each chapter, you will learn how to look at alerts and what 
to do with them. Next, we look at operationalizing ThousandEyes through integration 
with other Cisco platforms and third-party apps. The goal of the book is to get you up 
to speed with the ThousandEyes platform quickly so that you can start creating value for 
your business. 

Goals, Objectives, and Approach of the Book

This book was written with the intent to help IT professionals better understand how to 
use Cisco ThousandEyes. We cover many how-to topics, some of which are not always 
obvious in the product documentation available online. Additionally, by describing real-
world experiences where ThousandEyes helped to solve complex problems, we hope to 
help you consider additional use cases and ways to leverage the information provided by 
the ThousandEyes platform.

Before you begin reading the hands-on chapters, we highly recommend that you  
create your own free 15-day trial account, which will allow you to follow along with 
recommended configurations, tips, and best practices throughout the book. The link 
www.thousandeyes.com/booktrial provides an easy way to start your new trial account. 
This account will provide you with access to ThousandEyes resources such as Internet 
Insight and many of the Cloud Agents and enable you to install your own Enterprise and 
Endpoint Agents.

This book is our attempt to truly teach you how to think about ThousandEyes  
holistically as opposed to simply telling you what to do.

You should understand that due to the dynamic nature of Software as a Service (SaaS) 
hosting combined with the fast-paced innovation in which Cisco ThousandEyes operates, 
many changes are occurring weekly to this product. You can view and keep track of these 
changes, along with the dates they were implemented, in the ThousandEyes Changelog 
(https://docs.thousandeyes.com/whats-new/changelog). Over the course of writing this 
book, several features and product names have changed in Cisco ThousandEyes. For 
example, with Endpoint Agents, Automated Session Tests (ASTs) are now referred to as 
Dynamic Tests. Depending on when a particular chapter was written, you might see either 
of these names used. Additionally, the version of Views has recently changed from  
Views 1.0 to Views 2.0 for most Cloud Agent and Enterprise Agent tests. Endpoint Agent 
views will likely have changed by the time this book is published. 

http://www.thousandeyes.com/booktrial
https://docs.thousandeyes.com/whats-new/changelog
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While some of the stories in this book are taken directly from our experience in using 
ThousandEyes to troubleshoot and solve a given problem, other stories describe how a 
problem was analyzed and resolved using traditional methods, followed by analysis of 
how the same problem could be solved much faster by using ThousandEyes. What used 
to take hours, sometimes days, to collect and analyze can now often be done in seconds, 
minimizing the requirement for extensive packet collections.

Who Should Read This Book?

While the obvious audience would be anyone who works with ThousandEyes in their 
jobs, this book has been written with a far broader audience in mind: network adminis-
trators, DevOps engineers, and IT professionals who are responsible for managing and 
optimizing the performance of an organization’s network infrastructure and applications.

Anyone who intends to apply for an IT position with a company that uses ThousandEyes 
should absolutely read this book. For that matter, anyone who is looking to learn about 
new tools and troubleshooting methodologies for network and application performance 
would benefit from reading this material. Because this book includes the ability to  
create your very own ThousandEyes demo account, it opens the field to anyone who is 
interested in modern IT operations and digital experience monitoring.

How This Book Is Organized

The book is organized into 13 chapters:

■■ Chapter 1, “Introduction to ThousandEyes and Its Capabilities”: This chapter 
describes the origins of ThousandEyes and introduces some of its key use cases.  
It also addresses fundamental networking concepts that you need to maximize your 
understanding of the technologies, tests, and metrics discussed throughout the book. 

■■ Chapter 2, “Agent Setup”: This chapter explains agents in ThousandEyes, including  
Cloud (Public) Agents, Enterprise (Private) Agents, and Endpoint (User) Agents, 
which are all used to initiate tests. 

■■ Chapter 3, “Configuring Tests”: This chapter addresses the different ThousandEyes 
tests that can be deployed as well as the parameters that are generally used for each 
test type. 

■■ Chapter 4, “Configuring Alerts”: Once you understand the tests and test types,  
it’s time to learn about how ThousandEyes alerts when thresholds are exceeded or 
certain conditions are or are not met. 

■■ Chapter 5, “Dashboards”: This chapter discusses how ThousandEyes dashboards 
allow metrics to be viewed across tests, agents, locations, and more. 

■■ Chapter 6, “Monitoring and Troubleshooting Network Performance Issues”: This 
chapter covers the different tests used to provide both end-to-end metrics and hop-
by-hop metrics. Understanding how these tests are executed in detail will help you 
to troubleshoot issues when they arise.
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■■ Chapter 7, “Scripted Synthetic User Testing with Transaction Tests”: This chapter 
explains how ThousandEyes enables customers to record multistep, transaction test 
scripts and then deploy them as a synthetic test. These Transaction tests exercise the 
target application by accessing multiple pages and even authenticating (where  
applicable). 

■■ Chapter 8, “Integrations”: ThousandEyes has the capability to integrate not only 
with other Cisco products, such as Application Dynamics (AppD), but also any 
applications using webhooks. Recently, ThousandEyes has added the capability to 
export OTel data from the API in addition to the traditional query method. This 
chapter discusses these various integrations and how they are beneficial.

■■ Chapter 9, “Best Practices: Test Optimization, Collaboration, and Stories from the 
Field”: Because all networks are different, sometimes tests need to be “tweaked” to 
achieve the best results. This chapter covers many of these scenarios and discusses 
how and when to tweak. 

■■ Chapter 10, “Device Monitoring”: This chapter explains how ThousandEyes  
monitors devices via SNMP. This enhances the traditional Path Visualization 
described throughout the book with device-level metrics such as CPU, Memory, 
Error, and Discards. 

■■ Chapter 11, “Account Administration”: This chapter gets into the weeds of account 
administration, including adding users and defining their roles within ThousandEyes, 
which is critical to operating a comprehensive and secure SaaS platform. 

■■ Chapter 12, “Automation—Use Cases and Case Studies”: This chapter relates some 
of the field experiences of the authors, providing insight into the application of 
ThousandEyes. The ability to automate the deployment of agents and tests is critical 
to some of our largest customers, and this chapter provides some examples of this. 

■■ Chapter 13, “Business Strategy for Engineers”: This chapter discusses how 
ThousandEyes plays a part in your company’s business strategy and what that means 
to a network engineer.

Figure Credits
Figures 8-7 through 8-23 © 2024 ServiceNow

Figure 9-43 inset courtesy of Defense Logistics Agency



When you log in to the ThousandEyes platform, the first view that you see is the 
Dashboards page, containing charts and easy-to-read graphs summarizing your data. It 
provides dynamic and real-time insights into your network and application performance. 
This chapter guides you through the intricacies of ThousandEyes dashboards, helping 
you to harness the full potential of this essential feature.

As you enter the Dashboards page, you are greeted with live status dashboards, offering a 
snapshot of a specific time period (by default, 24 hours). Additionally, you have the capa-
bility to schedule and share point-in-time snapshots of a dashboard. You can organize 
the information derived from tests and Internet Insights into highly customized layouts. 
These layouts can be presented numerically, in tables, or through intuitive graphs,  
allowing for a comprehensive understanding of your network and application health.

A noteworthy feature of the Dashboards page is that it automatically refreshes every  
2 minutes, ensuring you are consistently updated with the latest data. This not only  
facilitates active monitoring but also prevents automatic logouts due to inactivity. This 
attribute makes the Dashboards page suitable for deployment in kiosks or operations 
center displays. 

This chapter introduces the various components, customization options, and strategies 
for effective utilization of ThousandEyes dashboards. 

Dashboard Basics
When you log in to the ThousandEyes UI the Dashboard menu is the first page you see. 
By default, the dashboard uses the test data that has already been created to populate its 
visualizations.

As an example, Figures 5-1 and 5-2 show the defaults where the test data is represented in 
a basic dashboard view; we will look at how to customize for more granular specifics. 

Dashboards

Chapter 5
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Figure 5-1  Dashboard Defaults

Figure 5-2  Dashboard Defaults Continued 

When the tests shown in Figure 5-1 trigger alerts, the details of the alerts are displayed in 
the Alert List widget shown in Figure 5-2, including the alert rule that triggered the alert 
and the alert type.

You can quickly customize your Dashboards page by adding one or more of the built-in 
dashboards that ThousandEyes provides. From the Dashboard drop-down list, choose 
ThousandEyes Built-in, as shown in Figure 5-3, to see other built-in dashboards that 
might fit your needs. Notice that the dashboard categorizes the tests, so creating struc-
ture early on will help users operationalize and locate metrics more easily.
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Figure 5-3  Dashboard Built-ins 

As an example, Figure 5-4 shows the HTTP Server built-in dashboard. You can see a  
completely different experience versus the other default dashboard. The point of this is 
to show examples of what metrics can be displayed and how layouts can be presented. 

Figure 5-4  HTTP Server Built-in Dashboard 

To help you maneuver around the dashboard, Figure 5-5 provides a quick reference for 
the various functions in the dashboard. 

The Add Widget button and ellipsis menu shown in Figure 5-5 are the typical starting 
points, respectively, for adding widgets to a dashboard and creating a new dashboard,  
or editing or deleting an existing dashboard. These controls enable administrators to 
organize specific data and structure it according to a particular use case. For example, 
grouping Agent to Agent tests that connect to the data center enables administrators to 
swiftly identify issues and generate high-level reports.
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Choose Time Interval:
Fixed or Relative

Use This Toggle to Override
Widget Configurations and Use

Fixed/Relative Time Interval
Selected in Dashboard Header

Click Add Widget
to Add a New
Widget to the

Current Dashboard
Save or Schedule

a Snapshot

Download the Contents of
the Current Dashboard

as PDF or CSV File

Ellipsis Menu Allows
You to Create, Edit,

or Delete a Dashboard 

Figure 5-5  Dashboard Built-in Controls

Widgets
In the context of ThousandEyes dashboards, widgets are visual elements that represent 
specific types of data or metrics. Widgets can represent data from alerts, agents, and 
tests. They provide a dynamic and interactive way to present information relevant to your 
monitoring and testing needs. The following are some common types of widgets that you 
might encounter when expanding or customizing a dashboard:

■■ Widget Type: Live Status

■■ Agent Status: Offers a live look at the status of your Enterprise or Endpoint 
Agents to give you an idea of overall agent health.

■■ Tests: A 12-hour, live display of a list of tests configured in your account group 
for a one-stop glance at high-level test health. Grayed-out rows show disabled 
tests.

■■ Alert List: Provides a look at the alerts that were active during the configured 
time interval.

■■ Widget Type: Breakdown

■■ Stacked Bar: Provides horizontal histogram bars with multiple values, useful for 
composite metric data and for comparing values between multiple tests or on a 
per-country basis.

■■ Grouped Bar: Represents multiple values as single bars in a group of bars,  
oriented either horizontally or vertically.
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■■ Pie: Similar to Stacked Bar chart widgets, representing data in a circular statistical  
graphic. It is used to illustrate numerical proportions, which makes it easier to 
understand the distribution of the selected metric.

■■ Widget Type: Data Summary

■■ Table: Allows a breakdown of numbers by rows and columns, listing by test, 
country, continent, or data source.

■■ Multi-Metric Table: Can have columns with different metrics, displaying more 
varied information.

■■ Number: Displays one or more cards, each showing a single scalar quantity or a 
number of alerts.

■■ Color Grid: Displays an array of colored cards, where each card’s color depends 
on the configured color scale.

■■ Widget Type: Time Series

■■ Line: This widget displays data using a line plot, where time is represented on the 
horizontal axis and the selected metric or quantity is shown on the vertical axis. 
This type of visualization is particularly useful for observing trends and patterns 
over a specified time period.

■■ Stacked Area: Line plots showing quantities over time, similar to stacked bar 
charts but representing values over time.

■■ Box and Whiskers: Plots data values versus time on the horizontal axis, with the 
vertical axis displaying the median, minimum, and maximum data points per time 
value.

■■ Widget Type: Maps

■■ Map: Displays data on a world map based on the location of testing systems, 
with options to show data per country, continent, or per agent. This allows the 
user to quickly determine whether a specific region is experiencing issues.

These widgets offer a versatile set of tools to visualize and analyze data from different 
perspectives, catering to various monitoring needs. To access the widgets described in 
the previous list, from the dashboard, click Add Widget to see all the widgets (see  
Figure 5-6). 

Adding widgets to a built-in dashboard is a common practice to tailor the display accord-
ing to specific needs. The purpose of each widget is to provide a clear visualization of 
different data metrics. In the next section, we delve into the process of creating a new 
dashboard, offering you the flexibility to curate your own visualizations based on the 
available widgets.
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Figure 5-6  Widgets

Creating a New Dashboard
Creating a dashboard in ThousandEyes is as straightforward as adding a widget to a built-
in dashboard. To effectively use dashboards, it’s essential to understand the different wid-
get types and the data they display. This ensures that the relevant metrics are visualized in 
a way that best supports your monitoring needs.

From the dashboard, click the New button and choose Dashboard (see Figure 5-7) to  
create a new dashboard and add widgets to it. 

Figure 5-7  Create New Dashboard Menu Selection
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In the Create New Dashboard dialog box that opens, shown in Figure 5-8, give the  
dashboard an intuitive name and choose which account group(s) will be able to view the 
dashboard. In the View Settings, you can check Set As Private if you don’t want anyone 
else to be able to view the dashboard, or you can check Set As My Default or Set As 
Default for Account Group if you want this dashboard to be displayed by default on 
your own Dashboards page or the account group’s Dashboards page, respectively. Click 
Create Dashboard to create the shell dashboard and return to the Dashboards page to 
configure it with widgets.

Enter a Descriptive
Dashboard Name

Set the Account
Group Visibility and
View Settings

Click Create
Dashboard

Figure 5-8  Dashboard Creation

On the Dashboards page, locate your new dashboard and click its Add Widget button 
to open the Add a Widget panel (refer to Figure 5-6). Click a widget to open a separate 
panel in which to configure it. As an example, Figure 5-9 shows the panel that opens 
when adding the Color Grid widget (Data Summary type). When creating a new widget, 
all the options can seem overwhelming. Focus on how you want the data to look, and 
experiment with the various widgets to find what suits you (click Cancel instead of Save 
to return to the Add a Widget panel and choose a different widget to view).

Step 1.	 Data Source: Select a data source from the Data Source drop-down menu. 
Most users may use the default option, Cloud & Enterprise Agents, but 
it’s crucial to consider other options, such as Internet Insights or Endpoint 
Agents.
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Figure 5-9  New Dashboard Widget

 
Tip  Choose a data source that aligns with the specific data you wish to visualize.

Step 2.	 Category: Choose the category. Specify what aspect or metric you want to 
monitor from the selected data source. For example, if you have chosen Cloud 
& Enterprise Agents as your data source, you might select Web - HTTP Server 
as the category to display metrics related to HTTP server performance.

Note  The options available in the Category drop-down list will depend on the data 
source you selected.

Step 3.	 Metric: Select the specific metric you want to monitor. You have several 
options to choose from, including Availability, DNS Time, or SSL Time.  
For the purposes of this example, let’s select Availability as the metric.
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Note  You can select only one metric per widget. If you want to observe multiple metrics, 
you will need to create additional widgets for each metric.

Step 4.	 Measure: After selecting the metric, you’ll need to determine how you want 
to measure it by choosing an option from the Measure drop-down list. The 
options include Median, Maximum, and Minimum.

 

Tip  I recommend choosing Median because it provides a balanced view, avoiding the 
extremes that maximum or minimum values might present. There are other options such as 
nth percentile and standard deviations. 

Step 5.	 Cards: Select Tests from the Cards field drop-down menu. If you are using 
categories, use the Group Cards By field to organize them accordingly. This 
helps in sorting and grouping specific tests or agents. Although not covered 
in previous chapters, labeling enables users to group specific tests or agents 
together. For this example, choose All to include all relevant tests or agents.

Step 6.	 Set up filters: Scroll down to the Filter By section (this section is not shown 
in Figure 5-9) and select Tests to filter the data. If you have numerous agents 
worldwide running those tests and want to focus on specific agents, add  
additional filters to define your data more precisely.

Step 7.	 Save and view the data: Click Save to apply the data and the layout to your 
new widget. Figure 5-10 shows the example Color Grid widget. There are 
additional widgets you can include: Add Agent Status and Endpoint Agents 
represent Real-Time Agent Status and End User Experience status in the  
dashboard (see Figure 5-11).

Figure 5-10  New Widget

Creating a dashboard allows your imagination to come alive and paint the picture of the 
network from many perspectives. Dashboards are fully customizable and can be created 
for a single use case if needed. 

Another great feature of widgets is that you can duplicate a widget, change a metric or 
two (for example), and save the duplicate as a new widget. That way, you don’t have to go 
through the entire process of creating a new widget every time you need one.
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Figure 5-11  Agent Widget Example

The Embed Widget feature, shown in Figures 5-12 and 5-13, allows you to grab the data 
and use it as an iframe to insert in a web page, wiki page, or anything external that can 
use an iframe. 

Figure 5-12  Widget Features

Figure 5-13  Iframe Widget
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Returning to the dashboard widgets, if you encounter errors or issues, you can click on 
the widget to identify which test(s) are experiencing problems (see Figure 5-14). When 
you click on the widget, a window will appear to show all tests that are associated within 
that widget. In the next chapter, we explore how to monitor and troubleshoot network 
performance issues.

Figure 5-14  Associated Test to Widget

Review Questions
Answer the following questions. Check your answers against those provided in  
Appendix A, “Answers to Review Questions.”

	 1.	 Can you create a widget that shows only alerts from Internet Insights?

	 2.	 Is there a way to extract the dashboard data to a web page?

	 3.	 When creating a widget, can you add more than one metric? If not, how can this be 
done?

	 4.	 What would be the best widget to use when looking at end users’ wireless signal 
strength?
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