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Introduction

The purpose of the AZ-304 certification exam is to test your knowledge and understand-
ing of the Microsoft Azure platform. The exam is targeted for Azure Solution Architects, 

including advising stakeholders responsible for translating business requirements into secure, 
scalable, and reliable cloud solutions. This book provides comprehensive coverage of exam 
domain objectives, including in-depth explanation and demonstration of real-world design 
scenarios. Designed for modern IT professionals, this Exam Ref focuses on the critical thinking 
and decision-making acumen needed for success at the Microsoft Certified Expert level.

While we’ve made every effort possible to make the information in this book accurate, 
Azure is rapidly evolving, and there’s a chance that some of the screens in the Azure portal are 
slightly different now than they were when this book was written, which might result in some 
figures in this book looking different than what you see on your screen. It’s also possible that 
other minor interface changes have taken place, such as name changes and so on.

Azure supports a wide range of programming languages, frameworks, databases, and 
services. Given this, IT professionals need to learn a vast range of technical topics in a short 
span of time. There is an overabundance of content available, which makes it difficult to find 
just enough study material required to prepare for the AZ 304 exam. This book will serve as 
prescriptive guidance for people preparing for this exam.

This book covers every major topic area found on the exam, but it does not cover every 
exam question. Only the Microsoft exam team has access to the exam questions, and Micro-
soft regularly adds new questions to the exam, making it impossible to cover specific ques-
tions. You should consider this book a supplement to your relevant real-world experience and 
other study materials. If you encounter a topic in this book that you do not feel completely 
comfortable with, use the “Need more review?” links that you’ll find in the text to access more 
information. Take the time to research and study those topics. Great information is available on 
Microsoft Learn, docs.microsoft.com/azure, TechNet, and in blogs and forums.

Organization of this book

This book is organized by the “Skills measured” list published for the exam. The “Skills mea-
sured” list is available for each exam on the Microsoft Learn website: http://aka.ms/examlist. 
Each chapter in this book corresponds to a major topic area in the list, and the technical tasks 
in each topic area determine a chapter’s organization. If an exam covers six major topic areas, 
for example, the book will contain six chapters.
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Preparing for the exam

Microsoft certification exams are a great way to build your resume and let the world know 
about your level of expertise. Certification exams validate your on-the-job experience and 
product knowledge. Although there is no substitute for on-the-job experience, preparation 
through study and hands-on practice can help you prepare for the exam. This book is not 
designed to teach you new skills. 

We recommend that you augment your exam preparation plan by using a combination of 
available study materials and courses. For example, you might use the Exam Ref and another 
study guide for your “at home” preparation and take a Microsoft Official Curriculum course for 
the classroom experience. Choose the combination that you think works best for you. Learn 
more about available classroom training and find free online courses and live events at  
http://microsoft.com/learn. Microsoft Official Practice Tests are available for many exams at 
http://aka.ms/practicetests. 

Note that this Exam Ref is based on publicly available information about the exam and the 
author’s experience. To safeguard the integrity of the exam, authors do not have access to the 
live exam.

Microsoft certifications

Microsoft certifications distinguish you by proving your command of a broad set of skills and 
experience with current Microsoft products and technologies. The exams and corresponding 
certifications are developed to validate your mastery of critical competencies as you design 
and develop, or implement and support, solutions with Microsoft products and technologies 
both on-premises and in the cloud. Certification brings a variety of benefits to the individual 
and to employers and organizations.

Check back often to see what is new!

MORE INFO  ALL MICROSOFT CERTIFICATIONS

For information about Microsoft certifications, including a full list of available certifications, 
go to http://www.microsoft.com/learn. 
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Quick access to online references

Throughout this book are addresses to webpages that the author has recommended you visit 
for more information. Some of these links can be very long and painstaking to type, so we’ve 
shortened them for you to make them easier to visit. We’ve also compiled them into a single 
list that readers of the print edition can refer to while they read.

Download the list at  
MicrosoftPressStore.com/ExamRefAZ304/downloads 

The URLs are organized by chapter and heading. Every time you come across a URL in the 
book, find the hyperlink in the list to go directly to the webpage.

Errata, updates, & book support

We’ve made every effort to ensure the accuracy of this book and its companion content. You 
can access updates to this book—in the form of a list of submitted errata and their related 
corrections—at 

MicrosoftPressStore.com/ExamRefAZ304/errata 

If you discover an error that is not already listed, please submit it to us at the same page.

For additional book support and information, please visit  
MicrosoftPressStore.com/Support

Please note that product support for Microsoft software and hardware is not offered 
through the previous addresses. For help with Microsoft software or hardware, go to  
http://support.microsoft.com.

Stay in touch

Let’s keep the conversation going! We’re on Twitter: http://twitter.com/MicrosoftPress.
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149

C H A P T E R  5

Design infrastructure
Azure provides a wide range of infrastructure services such as compute, network, and 
application services. These infrastructure services are among the most consumed services 
by Azure customers around the globe. As AZ-304 is an advanced level exam, you need to 
understand Microsoft’s infrastructure services thoroughly, use your design skills, and your 
experience designing solutions on the Azure platform.

This chapter looks at various ways to design solutions on the Azure platform using com-
pute, network, application, and migration services.

Skills covered in this chapter:
 ■ Skill 5.1: Design a compute solution

 ■ Skill 5.2: Design a network solution

 ■ Skill 5.3: Design an application architecture

 ■ Skill 5.4: Design migration

Skill 5.1: Design a compute solution

A compute service is a hosting model to host and run your application on the cloud. This ser-
vice provides processing power, memory, and local storage. Compute is one of the fundamen-
tal building blocks of your workload. Microsoft Azure offers various compute services such as 
VMs, Azure App Service, function apps, Service Fabric, and so forth to cater to your needs.

As an Azure Solutions Architect, you need to be mindful of choosing the right compute 
service to balance your business needs and Azure spend optimally. In this skill, you learn 
the various Azure compute offerings available to host your application and the differences 
between them to make the right choice for your application scenario.

This skill covers how to:
■ Recommend a solution for compute provisioning

■ Determine appropriate compute technologies

■ Recommend a solution for containers

■ Recommend a solution for automating compute management
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Recommend a solution for compute provisioning
The first step in using Azure compute services is to provision it. Imagine an on-premises world, 
and you need a high-end server with 64 core 128 GB memory. For such a high-end machine, 
you need to go through several steps such as procurement and installation. This typically takes 
days to get you a required server. In Azure, you can provision the same server in a few clicks. 
This is the beauty of the Azure Cloud platform. 

Now suppose you need hundreds of Azure VMs, all the virtual machines need an antivi-
rus agent, a few of them need Internet Information Server (IIS), and so forth. You can do it 
manually, but that is going to be time consuming and error prone. The Azure platform offers 
multiple solution options to automate the provisioning process. In this section, you learn the 
various options available to provision compute on the Azure Cloud platform.

Table 5-1 shows a high-level comparison of the automation tools:

TABLE 5-1  Automation tools

ARM Templates Ansible Chef Puppet Terraform

Agent/agentless No No Yes Yes No

Need extra 
infrastructure

No No Yes Yes No

Need master server No No Yes Yes No

Declarative Declarative Procedural Procedural Declarative Declarative

Immutable 
infrastructure

Mutable Mutable Mutable Mutable Immutable

Open source Microsoft Auto-
mation Tool

Yes Yes Yes Yes

Supported cloud 
providers

Azure Only All All All All

Azure Resource Manager (ARM) template
An ARM template is Microsoft’s native solution to provision resources quickly in Microsoft 
Azure. The template is a JavaScript Object Notion (JSON) file, which you can use to write code 
for Azure infrastructure. In the ARM template JSON file, you use a declarative syntax to define 
what resources you want to provision, their names, properties, and dependencies. In a single 
template, you can deploy multiple Azure resources with their dependencies. 

Let’s look at the basic structure of the ARM template shown in the following code snippet, 
which is broken down in Table 5-2:

{
"$schema": "https://schema.management.azure.com/schemas/2019-04-01/ 
deploymentTemplate.json#",
"contentVersion": "",
"apiProfile": "",
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"parameters": { },
"variables": { },
"functions": [ ],
"resources": [ ],
"outputs": { }
}

TABLE 5-2  ARM template syntax 

Element Name Description

schema This is the location of the JSON schema file. This field is mandatory.

content version This is a version of the template defined by you to manage your templates. This field is 
mandatory.

parameters List of values that you need to provide while deploying a template, such as the name of 
the VM, username, and password.

apiProfile This is a collection of API versions for resource types.

variables These are like programming language variables used to store a value.

functions These are user-defined functions that are available within the template.

resources This is the actual collection of resources that you are going to provision.

Outputs This is used to assign the output value of the deployment such as the IP address, which 
can be passed to another deployment.

ARM templates and their parameter files can be developed using Visual Studio Code or 
your choice of any JSON file editor. Visual Studio Code’s key features are code snippets, Azure 
schema completion and validation, the ability to create and validate parameter files, and tem-
plate navigation.

 

 

ARM templates can be deployed using the Azure portal, Azure PowerShell, Azure CLI, and 
VS Code or Visual Studio. You can also use Azure Pipelines to deploy ARM templates. When 
you deploy ARM templates using either of the above methods, they are submitted to Azure 
Resource Manager. Azure Resource Manager parses the JSON file, fills in the parameter values, 

NEED MORE REVIEW?  DEVELOP AN ARM TEMPLATE WITH VISUAL STUDIO CODE

For more information about developing an ARM template with Visual Studio, see https:// 
docs.microsoft.com/en-us/Azure/Azure-resource-manager/templates/quickstart-create- 
templates-use-visual-studio-code?tabs=CLI.

NEED MORE REVIEW?  QUICKSTART TEMPLATES

A library of QuickStart Azure ARM templates with templates developed by the community is 
available at https://github.com/Azure/Azure-quickstart-templates.
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validates, sorts, and calls REST APIs of the respective resources defined in the ARM templates. 
Key features of Azure Resource Manager templates:

■■ You can quickly develop ARM  templates using familiar tools such as Visual Studio, and 
Visual Studio Code, using declarative syntax in JSON file format.

■■ You can quickly deploy ARM templates using your familiar tools such as Azure Power-
Shell, Azure CLI, the Azure portal, Azure Pipelines, Visual Studio, and Visual Studio code.

■■ Integration with Azure DevOps and Azure Pipelines for CI/CD, and the Azure portal to 
track your deployments. You can also deploy ARM templates directly from GitHub to your 
Azure subscription using the “Deploy to Azure” or “Deploy to Azure Gov” action.

■■ A library of ARM templates which contains hundreds of commonly used ARM templates 
to expedite your environment provisioning.

Ansible
Ansible is an open-source automation tool designed for provisioning, configuration manage-
ment, deployment, orchestration, continuous delivery, and security automation. It is an agent-
less tool that manages remote machines using SSH (Linux and UNIX) or WinRM (Windows). It 
performs automation using playbooks. Playbooks contain automation tasks. You can author 
playbooks using YAML (Yet Another Markup Language). Key features of Ansible are:

■■ Ansible is easy to set up and use.

■■ Ansible is an agentless tool; no software or client is required to be installed on a 
remote machine. It manages remote machines using SSH (Linux and UNIX) or WinRM 
(Windows).

■■ Ansible is simple and easy to learn with a low learning curve for developers, IT manag-
ers, and administrators.

■■ Ansible provides more than 450 modules for day-to-day tasks.

■■ Ansible allows you to deploy multi-tier applications easily and quickly.

■■ Ansible provides simple, consistent, and reliable configuration management.

Chef
Chef is an open-source infrastructure automation tool for configuration management, deploy-
ment, and compliance. Chef uses Ruby, a domain-specific language (DSL) for writing system 
configuration called a recipe and cookbook. It provides a multi-cloud solution, multi-OS (oper-
ating system), or hybrid (cloud and on-premises) environments. 

Chef uses a client-server architecture, and it also includes workstations. The workstation is 
the system in which cookbooks are created and tested. The workstation sends the cookbook 
to the Chef server using Chef Knife. The Chef server stores all the cookbooks, recipes, and 
metadata. The Chef client pulls the configuration from the server and updates nodes with the 
configuration present on the server. Key features of Chef are:

■■ It provides support for multiple operating systems such as Windows, RHEL/CentOS, 
FreeBSD, macOS, AIX, Solaris, and Ubuntu.
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■■ It supports all major public cloud providers.

■■ With Chef, you can manage hundreds of servers with few employees.

■■ Chef has broad and growing community support.

Puppet
Puppet is an open-source automation tool for configuration management and continuous 
delivery. Puppet implementation is based on the master-slave architecture. The master and 
slave securely communicate with each other using SSL/TLS. 

The Puppet agent sends a slave state in a key-value pair to the master. The Puppet master 
uses the client state information and compiles a catalog, which is a desired state of the slave. 
The Puppet slave implements the required configuration and reports back to the master. Key 
features of Puppet:

■■ Puppet has a large community of developers and hence better documentation and pre-
built modules.

■■ Puppet also provides commercial support.

■■ It is scalable, reliable, consistent, and deploys faster.

Terraform
Terraform is an open-source automation tool by HashiCorp for provisioning and configura-
tion management. Terraform uses a declarative language called the HashiCorp configuration 
language (HCL) to safely and efficiently manage the environment. 

Terraform can manage infrastructure deployed on-premises or in the public cloud, such as 
Microsoft Azure, Google Cloud Platform, or Amazon Web Services. Key features of Terraform are:

■■ Terraform is platform agnostic.

■■ The planning step of Terraform allows you to generate an execution plan which shows 
what Terraform is going to change and in what order.

■■ You can implement complex automation with minimal human interaction.

■■ Terraform creates resources in parallel, based on the dependency of resources, and thus 
improves efficiency.

Determine appropriate compute technologies
Microsoft Azure Cloud platform offers many flavors of compute services. Each compute service 
has its own capabilities such as manageability, scalability, flexibility, control, and cost. The 
AZ-304 exam expects you to have deep insights into the various compute services to make the 
right decision when designing and architecting Azure compute solutions.

Let’s look at each Azure compute service, its capabilities, and reasons to choose it in your 
solution design.

9780137268894_web.indb   153 28/06/21   4:48 PM



CHAPTER 5    Design infrastructure154

Azure virtual machines
Azure VMs are fully Infrastructure as a Service (IaaS), which provides a virtual processor, 
memory, storage, and network interfaces, along with the operating system of your choice. You 
can connect to VM by using the Remote Desktop Protocol (RDP) connection for Windows and 
SSH for Linux VMs, and you can take full control of a VM. You can install the required software 
and all the necessary configuration of the server for your application. While you get full control 
of the VM, the VM’s manageability is your responsibility, so you need to take care of backup 
and OS-patching activities.

When to use an Azure VM:

■■ When you need to quickly migrate servers/applications from on-premises to Azure; this 
is also called a “lift-and-shift” or rehost of the server from on-premises to Azure. 

■■ For migrating legacy applications that you think would be challenging to redesign/
remediate and deploy them into Azure PaaS services. 

■■ For deploying databases with features not supported in Azure PaaS, such as SQL Server 
database with the full database engine, SQL Server Integration Services (SSIS), SQL 
Server Reporting Services (SSRS), and SQL Server Analysis Services (SSAS).

■■ For deploying custom off the shelf (COTS) applications that you cannot remediate and 
deploy into Azure PaaS services.

■■ When you need full control over the application server, including the operating system 
and services.

■■ When you quickly need a development and test environment for your applications, you 
can provision an Azure VM quickly and use the VM’s auto-shutdown feature to save costs. 
Once your development is complete, you can delete the VMs that are no longer required.

■■ When you need a secondary site for your disaster recovery, you can configure the Azure 
region as your secondary site using Azure Site recovery. If the primary datacenter fails, 
you can quickly provision VMs in the secondary region for your critical workloads and 
delete the VM when your primary datacenter becomes available again.

Azure App Service
Azure App Service is a fully managed platform (PaaS) to deploy enterprise-grade web applica-
tions and you need to focus on the application functionality. The load balancing, high avail-
ability, backup, security, and OS patching is taken care of by the Azure platform. Azure App 
Service also provides features that allow you to configure scalability of your application. You 
can manually scale up your Azure App Service Plan from, say, basic to standard tier, and then 
behind the scenes, the platform scales the infrastructure as per the plan and vice versa.

Azure App Service is useful for hosting web applications, REST APIs, and mobile backends. It 
provides Windows and Linux operating systems. You can develop applications using your choice 
of languages such as .NET, .Net Core, PHP, Ruby, Java, Python, and Node.js. You can also develop 
and deploy background tasks as web jobs in Azure App Service. You can run executables devel-
oped using a programming language such as .NET, Java, PHP, Python, or Node.js, or scripts such as 
.cmd, .bat, PowerShell, or Bash. The web jobs can be scheduled or triggered by a specific action.
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Let’s look at the key features of Azure App Service:

■■ Manageability  Automatic patching of the operating system and language framework.

■■ Scalability  You can scale up or scale out manually, or you can also configure auto-scaling.

■■ Availability  Microsoft provides 99.95 percent availability for Azure App Service 
excluding applications deployed in the free and shared tiers.

■■ Security  You can protect your application by configuring Active Directory authentica-
tion, IP address restriction, encryption, and managed identity.

■■ Compliance  App services are PCI-, ISO-, and SOC-compliant.

■■ Ease of development  Microsoft provides a dedicated tool for rapid application 
development. It also offers ready-made templates in the Azure Marketplace, such as 
WordPress. You can also easily deploy other CMS solutions such as Drupal to Azure  
App Service using Web App for Containers service offering. This is a standard  
offering by Microsoft. Maybe we can provide a link for more info for readers -  
https://azure.microsoft.com/en-us/services/app-service/containers/.

■■ Continuous Integration and Continuous Delivery (CI/CD)  It provides CI/CD sup-
port with Azure Pipelines, BitBucket, GitHub, Azure Container Registry, and Docker Hub.

■■ Backup  Azure App Service provides manual as well as automatic backup at scheduled 
times. You can restore the app or create another app from the backup.

When to use Azure App Service:

■■ When you would like to offload manageability of your application’s underlying oper-
ating system and infrastructure to the Microsoft Azure Cloud platform and configure 
management aspects with ease such as automatic patching of OS and language frame-
work, backup, security, and compliance

■■ When your application needs infrastructure to handle fluctuating traffic

■■ When migrating web applications from on-premises to Azure with the luxury of time 
and effort to remediate application code to fit the application into PaaS to get the most 
benefit of the cloud

Azure Service Fabric
Azure Service Fabric is a Platform as a Service (PaaS) offering, facilitating the development, 
packaging, deployment, and management of highly scalable microservices and containers. It is 
a distributed system that provides infrastructure designed to run stateless and stateful microser-
vices across the Service Fabric cluster of machines. You could create a Service Fabric cluster 
using Windows or Linux operating systems in Azure, on-premises, or other cloud providers.

Let’s look at the key features of the Service Fabric:

■■ Development and management  Simple and quick microservices development and 
application lifecycle management.

■■ Near-real-time analysis  Service Fabric allows you to perform near-real-time data analy-
sis, event processing, parallel transaction, and in-memory computation in your application.

■■ Compliance  Azure Service Fabric is ISO-, PCI DSS-, SOC-, GDPR-, and HIPAA-compliant.
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■■ Ease of development  You could easily build a Service Fabric application using Visual 
studio or your choice of Integrated Development Environment (IDE). You could also use 
Service Fabric Explorer to visualize the node health and application state, such as warn-
ings and errors.

■■ Continuous integration and continuous delivery (CI/CD)  Azure Service Fabric 
provides CI/CD support with Azure DevOps, BitBucket, and GitHub.

When to use Azure Service Fabric:

■■ When you are developing a new application based on microservices architecture or 
event-driven architecture to develop highly available and scalable microservices

■■ For developing applications that require low-latency reads and writes, such as gaming 
and session-based integrative applications

■■ For IoT applications to collect and process data from millions of devices

■■ For data analytics and workflow processing applications that require optimized reads 
and writes to process events or streams reliably.

Azure Functions
Azure Functions is a Function as a Service (FaaS), which abstracts underlying infrastructure and 
operating systems and allows you to execute smaller tasks at a scheduled time or when trig-
gered by external events. 

You can develop Azure Functions in various languages, such as C#, F#, Java, JavaScript, 
Python, PowerShell, and TypeScript. You can write code and execute the function without wor-
rying about the infrastructure to run the application. 

Azure also provides the following templates to help you quickly get started with function 
development:

■■ TimerTrigger  Schedule your code to execute at predefined times.

■■ QueueTrigger  Run your function code when a new message arrives in the Azure Stor-
age queue.

■■ HTTPTrigger  Trigger the execution of code based on the HTTP request.

■■ CosmosDBTrigger  Run your function code to process new or modified Azure Cosmos 
DB documents.

■■ EventGridTrigger  Run your function code to respond to Azure Event Grid events.

■■ EventHubTrigger  Respond to events delivered to an Azure Event Hub.

■■ ServiceBusQueueTrigger  Run your function code when a new message arrives in the 
Azure bus queue.

■■ ServiceBusTopicTrigger  Run your function code to respond to the service bus topic 
message.

Triggers can invoke Azure Functions. Triggers define how a function is called. Many triggers 
are available for Azure Functions such as TimerTrigger, which runs a function at a predefined 
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time. Triggers have associated data that is passed as the payload to the function. An Azure 
function should have only one trigger and optional bindings. Bindings are a way of connecting 
other resources to the function. Bindings are optional, and a function can have one or more 
input/output bindings.

There are two types of binding:

 ■ Input bindings The data that your function receives.

 ■ Output bindings The data that your function sends.

Azure Functions has three hosting plans:

 ■ Consumption plan As the name implies, you only pay for the consumption when 
your functions are running. Instances are dynamically added or removed based on the 
number of events. The Consumption plan’s billing is based on the number of executions, 
execution time, and memory used.

 ■ Premium plan Like a Consumption plan, Azure Functions dynamically adds or removes 
the host based on incoming events. The Premium plan’s billing is based on the number 
of core seconds and memory allocated across instances. The Premium plan comes with 
additional features such as virtual network connectivity, pre-warmed instances, unlim-
ited execution duration, and higher compute (up to 4 cores and 14 GB RAM).

 ■ Dedicated (App Service) plan This is the same App Service plan that is mostly used 
with Azure App Service. The benefi t of using the App Service plan is that you are using 
the existing underutilized App Service plan (running some other app services) for Azure 
Functions at no additional cost.

EXAM TIP

The AZ-304 exam typically includes one or more scenario questions to choose an appropri-
ate answer to the given scenario. The following tips should help you select the right Azure 
Functions hosting plan:

 ■ The Premium and Dedicated plans offer virtual network integration.
 ■ With the Consumption plan, you have the option to save costs because you do not need 

to pay for the idle compute or reserve capacity.

 ■ The Premium plan is more costly than the Consumption plan.

Let’s look at the key features of the Azure Functions:

 ■ You can build Azure Functions using various languages such as C#, F#, Java, JavaScript, 
Python, PowerShell, TypeScript, and Node.js. You can use NuGet and NPM libraries.

 ■ It provides CI/CD support with Azure Pipelines, BitBucket, and GitHub.

 ■ It is developed once and deployed into various hosting plans, Kubernetes clusters, or IoT 
devices for edge computing.

 ■ You pay only when your code is running.

 ■ It allows serverless development of serverless applications on Microsoft Azure.
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■■ HTTP triggers can be protected using Azure Active Directory, Microsoft accounts, and 
Google, Facebook, and Twitter accounts.

■■ The Azure Functions runtime is open source and is available on GitHub.

■■ Integration with other Azure services such as blobs, queues, databases, Event Hub, and 
Event Grid.

■■ Auto-scaling based on the number of events/loads.

■■ Monitoring using Application Insights.

When to use Azure Functions:

■■ For infrequent tasks such as DB clean up and monthly archive.

■■ For the processing of service bus messages. For example, processing orders by reading 
messages from the service bus queue and storing the result into the database.

■■ For the processing of files (CSV, Images) when uploaded to Azure Storage.

■■ For big data processing with serverless MapReduce.

■■ For developing APIs with unpredictable traffic during events such as a concert/
conference.

■■ IoT data processing where usage is high during the day and very low or nonexistent  
at night.

■■ Execution of small tasks/code using an event-driven serverless architecture.

Windows Virtual Desktop
Windows Virtual Desktop (WVD) is a desktop virtualization service on Microsoft’s cloud 
platform. This WVD service can be accessed by your choice of a device such as Windows, Mac, 
Android, iOS, or any device having an HTML5 web client.

Let’s look at the key features of Windows Virtual Desktop:

■■ A complete desktop virtualization environment in Azure without any additional gate-
way servers.

■■ Cost-efficient solution. Windows Virtual Desktop service is a cost-efficient service as 
you don’t have to pay for this service separately; you use your existing Microsoft 365 or 
Windows per-user licenses. You can further optimize costs by leveraging Windows 10’s 
multi-session capability.

■■ You can use your own operating system image.

■■ Publish multiple host pools for your workload.

■■ End users can use Teams and Microsoft Office and OneDrive, and get a local desktop 
experience.

Azure Batch
Azure Batch is a managed service designed to run large-scale parallel and high-performance 
computing (HPC) batch jobs in Microsoft’s Azure Cloud platform. 
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In a typical workflow, you need to perform the following steps to run a parallel workload:

1.	 The client uploads files into Azure Storage. These files can include scripts or applications 
that process data.

2.	 You create a pool of compute nodes—which can be Windows or Linux VM images—and 
you define the size of the pool and a job to run on the workload.

3.	 You create a job and tasks. (A job is a collection of tasks. You associate your job with a 
specific pool.)

4.	 Azure Batch downloads input files and applications. After downloading, Azure Batch 
executes tasks on assigned nodes.

5.	 Your client application will monitor tasks that are being executed on the compute nodes.

6.	 Azure Batch uploads task output to Azure Storage.

7.	 Your client application downloads output files/data.

You don’t have to pay for the Azure Batch service separately. You only need to pay for the 
underlying compute, network, and storage resources. An organization can use Azure Batch to 
deliver on-demand and high-end processing for their applications.

Let’s look at the key features of the Azure Batch:

■■ It provides flexibility to run large-scale parallel workloads by using low-priority VMs.

■■ Integration with Azure Storage to upload/download data.

■■ Auto-scaling of the nodes allows you to add nodes, install applications, identify failures, 
and re-queue work.

■■ Monitoring using Batch Explorer and Azure Monitor’s Application Insights feature.

When to use Windows Azure Batch:

■■ You need massive computing capacities, such as image processing and analysis, weather 
forecasting, and engineering simulations.

■■ For running intrinsically parallel workloads such as:

■■ Financial risk modeling using Monte Carlo simulations

■■ Data ingestion, processing, and ETL operations

■■ VFX and 3D image rendering

■■ Image analysis and processing

■■ Media transcoding

■■ Genetic sequence analysis

■■ Optical character recognition (OCR)

■■ Software test execution

High-performance computing (HPC)
High-performance computing (HPC)—also called “big compute”—uses many CPU- or GPU-
based computers to solve complex mathematical tasks. With Azure HPC services, you get 
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access to vast computing resources geared explicitly toward HPC workloads. For example, 
Azure provides various high-performance computing resources such as H-series virtual 
machines for memory-bound applications, N-series virtual machines for graphic intensive and 
CUDA/OpenCL based applications, and  Cray fully dedicated and customized supercomputer 
delivered as a managed service.

With Azure HPC, you also have a choice to burst your HPC applications into Azure using data 
stored in on-premises NAS devices with HPC cache or using Azure NetApp files to access large 
amounts of I/O with sub-millisecond latency. You have an option to use a high-throughput  
storage solution, such as Cray ClusterSor, which is a Lustre-based, bare-metal HPC storage 
solution that is fully integrated with Azure.

Many industries use HPC to solve some of their most challenging problems, such as

■■ Genomics

■■ Oil and gas simulations

■■ Finance

■■ Semiconductor design

■■ Engineering

■■ Weather modeling

There are multiple ways to design and implement HPC in Azure. Typically, it includes the 
following components:

■■ HPC head node  A VM that acts as a managing server and takes care of scheduling 
workload and jobs to a worker node.

■■ Virtual machine scale sets  These are the worker nodes that execute the allocated 
tasks.

■■ Virtual network  This provides connectivity between the head node, compute 
node, and storage nodes.

■■ Storage  This node allows the storage of structured, unstructured, and executable 
files. This can be Azure Blob Storage, Azure Data Lake Storage Gen 2, Disk Storage, 
and Azure Files.

■■ Azure Resource Manager  Azure Resource Manager templates and script files 
used to deploy the application.

 

Let’s look at the key features of the HPC solution on Azure:

■■ A highly scalable solution on the Azure Cloud platform.

■■ A high-end CPU and GPU virtual machine and supercomputers from Cray.

NEED MORE REVIEW?  COMMON SCENARIO TO BUILD HPC SOLUTION

To learn more about common scenarios to build an HPC solution, see https://docs.microsoft.com/ 
en-us/azure/architecture/example-scenario.
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■■ Azure’s InfiniBand-enabled H-series and N-series VMs communicate over low latency 
and high bandwidth and provide the best HPC performance.

■■ Support for most common MPI libraries, including Intel MPI, OpenMPI, MPICH, 
MVAPICH2, Platform MPI, and all remote direct memory access (RDMA) verbs.

■■ Easily extends an on-premises HPC environment to Azure Cloud.

You should use HPC on Azure for all applications that require very intensive compute power, 
such as:

■■ Reservoir simulation in the oil and gas industry

■■ Market modeling in the finance industry

■■ Weather modeling in meteorology

■■ Gene sequencing in genetic science

■■ GPU-accelerated graphics applications such as 3D CAD modeling, 3D rendering, and 
scientific visualization

Containers
Containers provide immutable infrastructure for your application. It allows you to bundle your 
application code, libraries, dependencies, configuration as a container image. You can seam-
lessly deploy images into Azure, other cloud providers, and on-premises. 

Let’s look at the key features of Containers:

■■ Containers make your application deployment platform agnostic.

■■ Containers help with consistency across the environment by bundling application code 
and its dependencies.

■■ Containers are small, lightweight, and scalable.

■■ Containers are resilient; allow spinning up or down rapidly.

■■ You can run multiple applications on isolated containers on a single VM host.

 

Recommend a solution for containers
Over the past few years, containerization has gained much traction. It has completely changed 
the IT industry, especially with organizations moving to the cloud with a multi-cloud strategy. 

NEED MORE REVIEW?  GUIDE TO CHOOSING AN AZURE COMPUTE SERVICE

Microsoft Azure offers a variety of compute services to deploy your application. Micro-
soft’s guidance for choosing the right compute service to meet the business needs of your 
application can be found at https://docs.microsoft.com/en-us/azure/architecture/guide/
technology-choices/compute-decision-tree.
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With that vision in mind, the Azure platform has made it incredibly simple to develop and 
deploy containerized applications, leveraging industry-leading container technologies.

In this section, you learn the following compute choices available in Azure to run container-
ized applications on Azure and understand when you would choose one over the other.

 ■ Azure Container Instances (ACI) The Azure Container Instances service offering 
gives you the ability to spin up containers on demand without worrying about exist-
ing infrastructure such as Azure VMs. Azure manages all the underlying infrastructure 
mechanics transparently, and you just focus on building applications and deploying 
them in a readily available containerized environment. Azure Container Instances is best 
suited for scenarios that can operate in isolated containers and do not need orchestra-
tion. You can deploy and run small event-driven applications, simple web apps, and 
small batch processing jobs using Azure Container Instances, and you have the advan-
tage of only paying for those containers. ACI is a managed service, and you get rid of 
infrastructure management and operational overhead, such as upgrading/patching the 
underlying operating system or Azure VMs.

 ■ Azure Kubernetes Services (AKS) AKS is also a fully managed Kubernetes service 
that allows you to deploy and manage containerized applications with full-fl edged con-
tainer orchestration capabilities. AKS eliminates the operational and maintenance over-
head, just as if you were to manage your Kubernetes deployments. As part of managed 
servers, Azure handles critical Kubernetes tasks such as health monitoring of underlying 
infrastructure, and it handles the desired state and lifecycle of containerized applica-
tions, including autoscaling, health monitoring of individual services, auto-discovery for 
interservice communication, and load balancing. The best part is that AKS is free, and 
you only pay for the agent nodes within your clusters; you do not pay for the masters 
controlling the AKS cluster.

EXAM TIP

Azure Kubernetes Service (AKS) provides different ways to expose your services running 
within the AKS cluster. To learn more about these options, see https://docs.microsoft.com/
en-us/azure/aks/ingress-basic.

Recommend a solution for automating compute 
management
The fi rst step in automating compute is provisioning. We have already seen automation of 
compute provisioning in the previous section. Now, we will look at the other computation 
automation aspects, such as confi guration, update management, continuous delivery, and 
automation for compliance purposes. We can easily automate these jobs using Microsoft’s 
native solutions such as Azure Automation, PowerShell desired state confi guration, ARM 
templates, custom script extension, and Azure Pipelines. Also, there are multiple third-party 
solutions available in the market, such as Ansible, Chef, Puppet, Terraform, and Jenkin.
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In the following sections, we’ll look at Microsoft’s native solution for compute automation.

Azure Automation
Azure Automation is a Cloud-based, cost-effective automation service on Microsoft’s Azure 
Cloud platform. Azure Automation allows you to automate time-consuming, repetitive, and 
error-prone tasks across Azure and non-Azure environments. Following are the key features of 
Azure Automation:

■■ Process automation  Azure Automation allows you to automate your day-to-day 
manual, repetitive, time-consuming, error-prone tasks. You can simply build your pro-
cess logic into a PowerShell script or Python, or you can develop graphically (based on 
PowerShell) as a serverless runbook and schedule it as a job. It also offers hundreds of 
built-in PowerShell modules for everyday tasks that you can reuse in your runbook. You 
can also integrate easily with other systems by using these modules. You can also set 
up the Hybrid Runbook Worker at your on-premises location. Hybrid Runbook Worker 
allows you to run a runbook and connect to on-premises resources. An Automation run-
book can also be exposed as a webhook and can be triggered by a monitoring system, 
DevOps, and ITSM.

■■ Configuration management  Configuration management has two features:

■■ Change tracking and inventory  This allows you to track your infrastructure, 
including virtual machine states such as files, software, and registry, and you can 
generate alerts for unwelcome changes.

■■ Azure Automation state configuration  This allows you to manage the desired 
state configuration of virtual and physical machines.

■■ Update management  This feature allows you to see the current compliance state 
of Windows and Linux VMs, create a deployment schedule, and install patches on the 
scheduled window. 

■■ Source control integration  Azure Automation supports GitHub, Azure Repos (Git), 
and Azure Repos Team Foundation Version Control (TFVC).

■■ Heterogeneous support  Azure Automation supports Windows as well as Linux 
systems across a hybrid cloud environment.

■■ Role-based access control  Azure Automation supports role-based access control 
(RBAC) to an Azure Automation account and its resources.

■■ Integration  Azure Automation easily integrates with Azure services or other public 
systems.

Custom Script Extension
Azure custom script extension allows you to download and run a script on an Azure VM. The 
extension is useful for configuring the VM after provisioning. For example, you can install soft-
ware, set up services, configure the server, automate the job, and so forth. The custom script 
can be applied using the Azure portal, Azure PowerShell, the REST API, or ARM templates. The 
script file can be downloaded from Azure Storage, GitHub, a local share using SMB protocol, or 
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any other location (such as a public URL accessible from a VM). You need to ensure that Net-
work Security Group (NSG) and firewalls are correctly configured to access the script location. 

Key features of the Custom Script Extension include:

■■ This is a simple and easy way to run a script on a VM and configure it. You can apply 
custom script extensions on a VM with few clicks using the Azure portal.

■■ The custom script extension can be applied using Azure CLI, Azure PowerShell, ARM  
template, or the REST API.

Packer
Packer is HashiCorp’s open-source automation tool for the creation of VM images. Packer helps 
automate the entire VM image creation process. You can install the necessary software/tools and 
customize a VM using a post-configuration script and then capture the VM as a managed disk.

Following are the key features of Packer:

■■ Use Packer when you need to build a hardened VM image.

■■ You can quickly set up an environment and use easy-to-understand JSON templates to 
build images.

■■ You can employ easy-to-use automation to create VM images that are supported on 
multiple clouds such as Azure, AWS, and Oracle Cloud.

■■ Packer works well with Terraform to create an image and install and deploy it with 
Terraform.

■■ Packer can create multiple images in parallel targeted for various platforms.

■■ Packer allows you to transform an artifact from the builder (AMI or VMWare image) into 
a Vagrant box file.

We covered other automation-related topics such as Ansible, ARM, Chef, Puppet, and  
Terraform earlier in this chapter. (See “Recommend a solution for compute provisioning.”)

Skill 5.2: Design a network solution

With a spaghetti of cable running through the datacenter and the massive amount of network-
ing gear such as ports, connectors, plugs, routers, and switches to manage, understanding a 
traditional datacenter network can be a daunting topic. Fortunately, the basic principles of 
cloud networking architecture are relatively straightforward. 

As an Azure Solutions Architect taking the AZ-304 exam, you need to understand Azure 
networking services to set the foundation right because it is the glue between most of the 
Azure resources you must deal with for your solutions. In this skill, we are looking at vari-
ous Azure networking services and their capabilities, so that you can recommend the right 
solutions.
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This skill covers how to:
■ Recommend a network architecture

■ Recommend a solution for network addressing and name resolution

■ Recommend a solution for network provisioning

■ Recommend a solution for network security

■ Recommend a solution for network connectivity

■ Recommend a solution for automating network management

■ Recommend a solution for load balancing and traffi c routing

Recommend a network architecture
Azure Virtual Network is a foundational building block for your private network in Azure. 
Azure Virtual Network enables many Azure resources, such as VMs, VM scale sets, the App 
Service environment, App Service, and Azure Functions with virtual network integration and 
Kubernetes clusters, to communicate with each other securely via on-premises networks and 
on the Internet.

Azure provides virtual networks with the following capabilities:

 ■ Secure communication for Azure resources to communicate with each other.

 ■ You can confi gure endpoints on virtual networks for services that require Internet 
communication.

 ■ A virtual network is a logical isolation that is dedicated to your Azure subscription.

 ■ You can implement multiple virtual networks within Azure regions in your subscriptions.

 ■ Isolation from other virtual networks.

 ■ You can use private and public IP addresses defi ned in RFC 1918 and expressed in CIDR 
notation.

 ■ If you use your public IP addresses as the virtual network’s address space, those public 
IPs would not be routable from the Internet and are still private from an accessibility 
standpoint.

 ■ You can connect two virtual networks by using virtual network peering. Once any two 
virtual networks peer, resources in one virtual network can connect to resources in 
other virtual networks.

 ■ Peered virtual networks can be in the same or different regions.

By default, Azure learns routes from on-premises over ExpressRoute, routes for all peered vir-
tual networks, and a default route to the Internet. Azure also allows customers to override these 
system routes with user-defi ned routes. You can assign user-defi ned routes at the subnet level.

Network topology is a critical element of enterprise-scale architecture because it defi nes 
how applications can communicate with each other. This section explores topology approaches 
for Azure enterprise deployments. There are three core approaches: Azure-only virtual 
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networks, topologies based on the hub-and-spoke model, and topologies based on Azure  
virtual WAN.

Hub-and-spoke network topology
A hub-and-spoke network topology isolates workload while sharing services, such as identity, 
connectivity, and security. The hub virtual network, as the name suggests, is a central point of 
connectivity. Spoke virtual networks connect to the hub virtual network using virtual network 
peering or global virtual network peering. Typically, you would deploy network security gear, 
such as Azure Firewall or third-party firewall appliances in the hub. Shared services are typically 
deployed in the hub or as a separate spoke peered with the hub. In contrast, you would deploy 
individual production and non-production workloads as spoke virtual networks.

You can provision ExpressRoute gateway in the gateway subnet. Once you add an 
ExpressRoute gateway in the gateway subnet, you cannot deploy anything else in the gateway 
subnet.

In a hub-and-spoke topology, all the spoke-to-spoke communication transits through 
the hub. You also need to set your firewall (Azure Firewall or NVAs) as the next hop in your 
user-defined routes (UDR) attached to subnets in spoke virtual networks. With the UDR, you 
override system routes that would otherwise send all the traffic destined for an on-premises 
network through the gateway. With the UDR, you would set your virtual appliance as a next-
hop address.

Figure 5-1 shows the implementation of the hub-and-spoke network topology. The spoke 
virtual networks typically host a management subnet and at least a workload subnet each. 
The hub virtual network hosts core networking and security solutions in subnets dedicated for 
gateway, management, firewalls, Active Directory, etc. You should use virtual network peering 
between hub-and-spoke virtual networks and express route circuit private peering connecting 
to an on-premises gateway and an Express Route gateway in the hub virtual network.

On-premises network

Gateway

AD DS server

Availability set

Active Directory subnet

Hub virtual network

AD DS server

ExpressRoute
circuit

ExpressRoute
Gateway

Gateway subnet

ExpressRoute 
private peering

Jumpbox VM

Management subnet

DMZ subnet

Spoke virtual network - 1

VNet peering
Workload subnet

NVA

Spoke virtual network - 2

VNet peering
Workload subnet

FIGURE 5-1  Hub-and-spoke topology
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NEED MORE REVIEW?  HUB-AND-SPOKE TOPOLOGY 

To learn more about the hub-and-spoke topology, see https://docs.microsoft.com/en-us/
azure/architecture/reference-architectures/hybrid-networking/hub-spoke.

Following are the design considerations for the hub-and-spoke topology:

■■ Implementing a hub-and-spoke topology in Azure centralizes standard services, includ-
ing connections to on-premises networks and firewalls.

■■ The hub virtual network acts as a central point of connectivity and hosts shared services 
used by workloads hosted in spoke virtual networks.

■■ Enterprises typically use a hub-and-spoke configuration.

■■ Spoke virtual networks isolate workloads; spoke-to-spoke communication goes through 
a hub; and a centralized firewall has visibility and can control traffic flow. Each workload 
can include multiple tiers.

■■ Azure lets you provision hub-and-spoke virtual networks in the same or different 
resource groups or subscriptions. You can also have spoke virtual networks in different 
subscriptions from that of the hub. Moreover, the subscriptions can be either associated 
with the same or different Azure Active Directory (Azure AD) tenants.

■■ This topology allows for decentralized management of each workload while sharing 
services maintained in the hub network.

You can use a virtual WAN to meet large-scale, multi-site interconnectivity requirements. 
Because a virtual WAN is a Microsoft-managed service, it reduces overall network complexity 
and modernizes your organization’s network.

Use a traditional Azure network topology if these are your requirements:

■■ You intend to deploy resources across multiple Azure regions.

■■ You have a low number of branch locations per region.

■■ You need fewer than 30 IPSec tunnels.

■■ You require full control.

■■ You need granularity for configuring your Azure network.

Azure Virtual WAN topology
Azure Virtual WAN is a Microsoft-managed networking solution that provides end-to-end 
global transit connectivity. Virtual WAN hubs eliminate the need to configure network connec-
tivity manually. For example, with Virtual WAN hubs, you are not required to configure user-
defined routing (UDR) or network virtual appliances (NVAs) for hub-and-spoke connectivity. 
You can use NVAs with a virtual WAN if you require NVAs in your architecture.

Following are the design considerations for Azure Virtual WAN:

■■ Azure Virtual WAN simplifies end-to-end network connectivity in Azure and cross-
premises by creating a hub-and-spoke network architecture with a Microsoft-managed 
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hub. The architecture can span multiple Azure regions and multiple on-premises loca-
tions (any-to-any connectivity) out of the box, as shown in Figure 5-2. This diagram 
shows the global transit network with Azure Virtual WAN.

HQ/DC Branch Branch Branch

ExpressRoute

Site-to-site VPN

VNet
connection

Point-to-site VPN

Remove users

VNet

VNet

VNet

VNet

VNet
Virtual WAN

Google Windows Linux Apple

FIGURE 5-2  Global transit network with Azure Virtual WAN

■■ Virtual WAN hub virtual networks are locked down. You cannot deploy any resources 
in the WAN hub virtual network, except virtual network gateways (point-to-site VPN, 
site-to-site VPN, or Azure ExpressRoute); Azure Firewall through Firewall Manager; and 
route tables.

Azure Virtual WAN transitive connectivity supports the following:

■■ Virtual network to branch

■■ Branch to virtual network

■■ Branch to branch

■■ Virtual network to virtual network (same region and across regions)

■■ With Virtual WAN, you get an increased limit of prefixes advertised from Azure to 
on-premises via ExpressRoute private peering. The limit changes from 200 to 10,000 
prefixes per virtual WAN hub. The limit of 10,000 prefixes includes prefixes advertised 
over site-to-site VPN and point-to-site VPN as well.

■■ Microsoft recently announced the general availability (GA) for virtual WAN hub-to-
hub connectivity and network-to-network transitive connectivity (within and across 
regions) features.

■■ Because of the router in every virtual hub, Azure enables transit connectivity 
between the virtual networks in a standard virtual WAN. Every virtual hub router 
supports up to 50 Gbps aggregate throughput.

■■ Virtual WAN integrates with a variety of SD-WAN providers.
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■■ You must use ExpressRoute circuits with the premium add-on, and they should be 
from an ExpressRoute Global Reach location.

■■ You can scale VPN gateways in Virtual WAN up to 20 Gbps and 20,000 connections 
per virtual hub.

■■ Azure Firewall Manager allows the deployment of Azure Firewall in the virtual WAN hub.

Virtual WAN is a recommended solution for new global network deployments in Azure 
when you need global transit connectivity across multiple Azure regions and various on- 
premises locations. Figure 5-3 shows an example of global deployment with datacenters 
spread across Europe and the United States and many branch offices across regions. The envi-
ronment is connected globally via a virtual WAN and ExpressRoute Global Reach.

HQ (US)

ExpressRoute
Global Reach

HQ (EMEA)

VWAN hub

VNet VNet

Branch offices
(US)

Branch offices
(US)

Branch offices
(EMEA)

Branch offices
(EMEA)

VNet  VNet VNet  VNet VNet  VNet

VWAN hub VWAN hub VWAN hub

ExpressRoute ExpressRoute

FIGURE 5-3  Global connectivity using a virtual WAN and ExpressRoute global reach

The recommended solution is to use Virtual WAN as a global connectivity resource. You can 
use one or many virtual WAN hubs per Azure region to connect multiple landing zones across 
Azure regions via local virtual WAN hubs.

Following are a few design recommendations that you should follow while implementing 
virtual WAN solutions:

■■ Connect virtual WAN hubs with on-premises datacenters using ExpressRoute.

■■ Deploy required shared services such as DNS or Active Directory domain controllers in 
a dedicated landing zone. Note that you cannot deploy such shared resources in the 
virtual WAN hub virtual network.

■■ You can connect branches and remote locations to the nearest virtual WAN hub using 
site-to-site VPN or branch connectivity to a virtual WAN through one of the SD-WAN 
partner solutions.

■■ You can connect users to the virtual WAN hub through a point-to-site VPN.

■■ We recommend that you follow the “traffic within Azure should stay in Azure” principle. 
With this solution, communication between Azure resources across regions occurs over 
the Microsoft backbone network.
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■■ Azure Firewall in a virtual WAN hub helps with east-west and south-north traffic 
protection.

■■ Suppose you require third-party network virtual appliances for east-west or south-north 
traffic protection and filtering. In that case, you could choose to deploy the network 
virtual appliances in a separate virtual network, such as a shared virtual network. You 
can connect it to the regional virtual WAN hub and the landing zones that need access 
to NVAs. 

■■ You do not need to build a transit network on top of an Azure Virtual WAN. The virtual 
WAN solution itself satisfies transitive network topology requirements. It would be 
redundant and increase complexity.

■■ Do not use existing on-premises networks such as multiprotocol label switching (MPLS) 
to connect Azure resources across Azure regions because Azure networking technolo-
gies support Azure resources’ interconnection across regions through the Microsoft 
backbone. 

Recommend a solution for network addressing and  
name resolution
You can use Azure Virtual Networks to provision and manage virtual private networks in 
Azure. Each Azure virtual network you create has its own CIDR block and can be linked to other 
virtual networks and on-premises networks if CIDR blocks do not overlap. You can segment 
the virtual network into subnets as needed. You can also configure your DNS setting for each 
virtual network. 

You must provide a private IP address space using private (RFC 1918) addresses or public 
address space that your organization owns while provisioning an Azure virtual network. Azure 
assigns a private IP address to resources from the address space you assign to your virtual net-
work. For example, when you deploy a VM in an Azure virtual network with an address space of 
10.0.0.0/24, Azure assigns a VM’s virtual network interface a private IP such as 10.0.0.4.

You can segment your virtual network into subnets so that you can allocate a portion of the 
virtual network’s address space to each of those subnets. You can secure resources in subnets 
by associating network security groups to subnets and adding inbound and outbound NSG 
rules to allow or deny traffic as per your requirement.

Following are the design considerations for network addressing and name resolution:

Network addressing:
■■ Do not use overlapping IP address space across on-premises and Azure regions.

■■ You can add additional address spaces after you create a virtual network. However, 
when you are using virtual network peering, the process requires an outage. You are 
required to delete and re-create virtual network peering.

■■ Azure reserves five IP addresses for each subnet. You must factor in those addresses 
when you are sizing virtual networks and encompassed subnets.
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■■ Azure allows you to delegate subnets to certain services to inject instances of such a 
service within that subnet.

Name resolution:
■■ Start with IP addresses from the address allocation for private networks (RFC 1918) for all 

your virtual network address spaces.

■■ Ensure that you are using non-overlapping IP address spaces across Azure regions and 
on-premises locations well in advance.

■■ In case you have limited availability of private IP addresses (RFC 1918), consider using 
IPv6.

■■ Avoid creating unnecessarily large virtual networks (for example, 10.1.0.0/16) to use 
available IP address spaces efficiently.

■■ Create virtual networks after planning the required address space and considering  
near-future expansion.

■■ Avoid using random public IP addresses for virtual networks unless those public IP 
addresses are owned by your organization and are not in use elsewhere on the network.

■■ The Domain Name System, or DNS, translates readable and easily memorable domain 
names or service names into its IP addresses. Azure DNS is a service for DNS domains 
that provides name resolution using the Microsoft Azure infrastructure.

■■ Resources that are deployed in virtual networks use one of the two methods to resolve 
domain names to internal IP addresses:

■■ Azure-provided name resolution (also includes Azure DNS private zones)

■■ Name resolution that uses a DNS server (which might forward queries to the Azure- 
provided DNS servers)

Azure-provided name resolution
Azure-provided name resolution provides only necessary authoritative DNS capabilities. If you 
use this option, Azure manages the DNS zone names and automatically records them, and you 
do not control the DNS zone names or the lifecycle of DNS records. If you need a fully featured 
DNS solution for your virtual networks, you must use Azure DNS private zones or customer-
managed DNS servers.

Azure DNS supports private DNS zones in addition to supporting Internet-facing DNS 
domains. Azure Private DNS provides a reliable, secure DNS service to manage and resolve 
domain names in a virtual network without adding a custom DNS solution. By using private 
DNS zones, you can also use custom domain names rather than the Azure-provided names 
that are available by default. 

You can also configure zone names with a split-horizon view, which allows a private and a 
public DNS zone to share the same name. To resolve DNS records of a private DNS zone from 
your virtual network, you must link a virtual network with that private DNS zone. Each linked 
virtual network can resolve all DNS records published in the private zone. You can also enable 
auto-registration on a virtual network link. When you enable auto-registration on a virtual 
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network link, Azure registers VMs’ DNS records on that virtual network in the private zone. 
When auto-registration is enabled, Azure DNS updates the zone records whenever a VM is  
created, changes its IP address, or is deleted.

Using your own DNS server 
Domain Name System (DNS) is of the essential services in enterprise architecture. You can use 
your existing investments in DNS, or you can use cloud adoption as an opportunity to modern-
ize your internal DNS infrastructure and use native Azure capabilities.

Typically, customers choose to use custom DNS servers when your name resolution needs to 
go beyond out-of-the-box features. Custom DNS servers within a virtual network can forward 
DNS queries to the Azure recursive resolvers to resolve hostnames within that virtual network. 
For example, a domain controller (DC) running in Azure or on-premises can respond to DNS 
queries for its domains and forward all other Azure queries. Forwarding queries allows VMs 
to see both your on-premises resources (via the DC) and Azure-provided hostnames (via the 
forwarder). Azure provides access to the recursive resolvers via the virtual IP 168.63.129.16.

The type of name resolution you use depends on how your resources need to communicate 
with each other. Below are the design considerations for a custom DNS:

■■ You might have a requirement to use your existing DNS solutions across both on- 
premises and Azure.

■■ You can only link just one private DNS zones to a virtual network with auto-registration 
enabled.

■■ You can link up to 1,000 private DNS zones to a virtual network without auto-registra-
tion enabled.

■■ You can use a DNS resolver along with Azure Private DNS for cross-premises name 
resolution.

Following are some design recommendations for DNS:

■■ If all you need is name resolution in Azure, then you can use Azure Private DNS. You can 
create a delegated zone for name resolution.

■■ If you need name resolution across Azure and on-premises, you can use the existing 
DNS solution (for example, Active Directory-integrated DNS) deployed on Azure VMs 
(two VMs for high availability). You would then configure DNS settings in virtual net-
works to use those custom DNS servers.

■■ Particular workloads such as OpenShift that require and deploy their own DNS should 
use their preferred DNS solution.

■■ You can enable auto-registration for Azure DNS to automatically manage the DNS 
records’ lifecycle within a virtual network.

■■ Use a DNS on an Azure VM as a resolver for cross-premises DNS resolution with Azure 
Private DNS.
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■■ Create the Azure Private DNS zone within a global connectivity subscription. You can 
create other Azure Private DNS zones (for example, privatelink.database.windows.
net or privatelink.blob.core.windows.net for Azure Private Link) as needed.

Recommend a solution for network provisioning 
Azure Virtual Network enables many Azure resources, such as Azure VMs, to securely com-
municate with each other, the Internet, and on-premises networks. All resources in an Azure 
virtual network can, by default, communicate outbound to the Internet. To communicate 
inbound from the Internet with a resource, you can provide a public IP address or a public Load 
Balancer.

When you plan to create your Azure landing zone, planning for virtual networks is usually 
in the first few steps. Network creation can be a daunting task in the physical world, but it is 
very straightforward in Azure. You can do it manually using various options such as the Azure 
portal, PowerShell, and CLI. However, the best practice is to use Infrastructure as Code (ARM 
templates or Terraform templates) to automate the provisioning process.

An ARM template is a JSON file that defines your project’s Infrastructure as Code (IaC). The 
template uses declarative syntax, which lets you state what you intend to deploy without writ-
ing the sequence of programming commands to create it.

To create a Microsoft.Network/virtualNetworks resource, add the JSON shown in List-
ing 5-1 to the resources section of your template.

LISTING 5-1  ARM template for a virtual network

{
 "name": "string",
 "type": "Microsoft.Network/virtualNetworks",
 "apiVersion": "2020-06-01",
 "location": "string",
 "tags": {},
 "properties": {
  "addressSpace": {
   "addressPrefixes": [
    "string"
   ]
  },
  "dhcpOptions": {
   "dnsServers": [
    "string"
   ]
  },
  "subnets": [
   {
    "id": "string",
    "properties": {
     "addressPrefix": "string",
     "addressPrefixes": [
      "string"
     ],
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Azure Front Door, 187
Azure Functions, 156–158, 191
Azure HDInsight, 99
Azure HPC, 159–161
Azure Hybrid, 10–11
Azure Hybrid Benefits (AHB), 80
Azure Import/Export Service, 91
Azure Key Vault

certificates, 61–62
commands, 62
described, 58
keys, 60–61
regions, 62
secrets, 59–60
vaults, 58–59

Azure Kubernetes Services (AKS), 162, 192
Azure Load Balancer, 187
Azure Logic Apps, 192, 194
Azure Migrate, 3, 197–199, 201–203

Azure Monitor, 194. See also monitoring
alerts in, 20
data categories, 12
described, 11–12
infrastructure monitoring, 17–18
logs

storage locations, 13
streaming to Event Hub, 14–15
types of, 12

Azure Pipelines, 194
Azure Private Link, 180
Azure Repos, 194
Azure Reservations, 10–11
Azure Resource Manager (ARM) templates, 150–152, 
173–177
Azure Security Center, 19–20
Azure Sentinel

described, 14
integration with, 15–16

Azure Service Bus, 190, 192
Azure Service Fabric, 155–156, 192
Azure Site Recovery. See ASR (Azure Site Recovery)
Azure Site Recovery Deployment Planner, 119–121
Azure SQL Database

comparison with other databases, 74–75
described, 76–77
high availability, 138

Azure SQL Database Serverless, 81–82
Azure SQL Managed Instance

comparison with other databases, 74–75
described, 77–78
high availability, 138

Azure Storage
accessing

authorization for, 104–105
with AzCopy.exe, 107
programmatically, 105
securing with firewall, 105
through Azure portal, 107
through Azure Storage Explorer, 107
through Microsoft Visual Studio Cloud 
Explorer, 107
from VNets, 105–106

Azure Synapse SQL and, 99–101
high availability storage types, 141–143
management tools, 107–110

account key rotation, 108
Azure Blob Storage Lifecycle Management, 
108–109, 132
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site recovery capacity plans, 119–121
site recovery networks, 121–124
site recovery regions, 124–126
site recovery replication policies, 119

criticality assessments, 115
data archiving

compliance requirements, 131
data retention policies, 132–133
SLAs for, 131–132
storage types and methodology, 130–131

high availability
auto-scaling, 138–141
characteristics of, 133
FMA (failure mode analysis), 141
geo-redundancy, 144
redundancy features, 134–138
storage types for, 141–143

big data. See Azure Storage; databases
billing entity scopes, 6
billing models, evaluating, 2
billing zones, cost management, 8
bindings, 157
Blob Storage

Azure Storage access tiers, 130–132
cost management, 9
integration with Azure Backup, 128

burstable low-cost VMs, 10
business continuity plans. See BCP/DR plans (business 
continuity and disaster recovery plans)
business requirements for data integration, 89–93

archiving phase, 92
collection phase, 89, 91
destruction phase, 93
processing phase, 91–92

C
CAF (Cloud Adoption Framework), 4
certificates, 61–62
Chef, 152–153
client-side encryption, 86
Cloud Adoption Framework (CAF), 4
cloud requirements, estimating, 3
cloud resources

auto-scaling, 140
organizing for cost management, 4–5
planning for cost management, 7–8
tagging, 5–6

comparison of, 109–110
free tools, 107–108

performance tiers, 103–104
provisioning, 210
storage tiers, 102–104, 130–132

Azure Storage Accounts, 13
Azure Storage Explorer

accessing Azure Storage, 107
managing Azure Storage, 107

Azure Storage Queue, 190
Azure Storage Sync, 210
Azure Synapse SQL, 99–101
Azure Table Storage

comparison with other databases, 74–75
described, 75–76

Azure Total Cost of Ownership (TCO) calculator, 3
Azure Virtual Network

capabilities of, 165
network addressing with, 170–171
provisioning, 173–177

Azure Virtual WAN, 167–170, 184
Azure VMs. See VMs (virtual machines)
Azure VPN Gateway, 184
Azure zones, cost management, 8

B
backup and recovery solutions

Azure Backup management, 126–128
Azure Site Recovery capabilities, 117–119
data archiving versus, 128–130
designing for failure, 115
failover/failback plans, 121
recovery objectives, 116–118
site recovery capacity plans, 119–121
site recovery networks, 121–124
site recovery regions, 124–126
site recovery replication policies, 119

bandwidth, cost management, 8
BCP/DR plans (business continuity and disaster recovery 
plans)

backup and recovery solutions
Azure Backup management, 126–128
Azure Site Recovery capabilities, 117–119
data archiving versus, 128–130
designing for failure, 115
failover/failback plans, 121
recovery objectives, 116–118
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data integration

Cloud Solution Provider (CSP), 2
collection phase (data lifecycle), 89, 91
commands, Azure Key Vault, 62
compliance requirements

for data archiving, 131
in governance design

Azure Blueprint, 55–58
policies, 54–55
standards for, 52–53
tagging, 53–54

logs for, 21–22
compute services

automating, 162–164
with Azure Automation, 163
with Custom Script Extension, 163–164
with Packer, 164

auto-scaling, 138–141
Azure App Service, 154–155
Azure Batch, 158–159
Azure Functions, 156–158
Azure Service Fabric, 155–156
choosing, 161
containers

ACI (Azure Container Instances), 162
AKS (Azure Kubernetes Services), 162
features of, 161

defined, 149
high-performance computing (HPC), 159–161
provisioning, 150–153

with Ansible, 152
with ARM templates, 150–152
with Chef, 152–153
comparison of tools, 150
with Puppet, 153
with Terraform, 153

redundancy features, 134–138
VMs (virtual machines), 154
Windows Virtual Desktop (WVD), 158

conditional access policies, 28–30, 68
configuring properties (of applications), 67–68
Connection Monitor, 18
connections

networking services, 182–185
Azure Bastion, 182–183
Azure Virtual WAN, 184
Azure VPN Gateway, 184
ExpressRoute, 183–184
NAT gateways, 185
service endpoints, 185

VNets (virtual networks), 182
troubleshooting, 19

containers
ACI (Azure Container Instances), 162
AKS (Azure Kubernetes Services), 162
features of, 161
orchestrators, 192

control/management logs, 21
cool access tier (Azure Storage)

comparison of tiers, 102–103, 130–131
described, 102
SLAs for, 131–132

cost management
Azure Blob Storage, 9
Azure regions, 8
Azure zones, 8
bandwidth, 8
billing models, evaluating, 2
cloud requirements, estimating, 3
cloud resources

organizing, 4–5
planning, 7–8
tagging, 5–6

defined, 2
infrastructure, 9–11
organizational structure, characteristics of, 3
reporting and monitoring costs, 6–7

Cost Management + Billing feature, 6–7
criticality assessments, 115
cryptography for Key Vault, 60–61
CSP (Cloud Solution Provider), 2
custom logos, creating, 69
Custom Script Extension, 163–164

D
daemon apps, 28
data archiving

backup and recovery solutions versus, 128–130
compliance requirements, 131
data retention policies, 132–133
SLAs for, 131–132
storage types and methodology, 130–131

data flow. See data lifecycle phases
data integration

with Azure Data Factory (ADF), 93–95
with Azure Data Lake, 97–101
with Azure Databricks, 96–97
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vCore-based, 80
SQL Server on Azure Virtual Machine, 78

deleting VMs (virtual machines), 10
deploying applications, 193–194
destruction phase (data lifecycle), 93
DevOps, 193–194
diagnostic logs. See resource logs
disaster recovery plans. See BCP/DR plans (business 
continuity and disaster recovery plans)
DMA (Data Migration Assistant), 206–207
DMS (Data Migration Service), 207
DNS (Domain Name System) servers, 172–173
DTU-based service tiers, 79–80

E
Elastic Database tools, 83–84
elastic pools

service tiers for, 79
when to use, 85

encrypting databases, 86–88
at REST, 86
symmetric/asymmetric encryption, 86
in transmission, 87–88
in use, 88

enterprise agreement billing model, 2
enterprise applications, 66–67
estimating cloud requirements, 3
evaluating billing models, 2
Event Grid, 190–191
Event Hub, 13–15, 190
ExpressRoute, 122, 183–184

F
failover/failback plans

for networking services, 121–124
for regions, 124–126
stages of, 121

failure, designing for, 115
failure mode analysis (FMA), 141
firewalls

Azure Firewall
comparison with NVAs, 179–180
described, 178–179

securing Azure Storage access, 105
WAF (Web Application Firewall), 181

Azure Synapse SQL, 99–101
business requirements, 89–93

archiving phase, 92
collection phase, 89, 91
destruction phase, 93
processing phase, 91–92

data lifecycle phases, 90
archiving, 92
collection, 89, 91
destruction, 93
processing, 91–92

data migration
with Azure Data Box, 208–209
with Azure File Sync, 209–211
with Storage Migration Service, 207–208

Data Migration Assistant (DMA), 206–207
Data Migration Service (DMS), 207
data plane logs, 21
data retention policies, 132–133
databases

Azure Cosmos DB, 76
Azure SQL Database, 76–77
Azure SQL Managed Instance, 77–78
Azure Table Storage, 75–76
comparison of, 74–75
encrypting, 86–88

at REST, 86
symmetric/asymmetric encryption, 86
in transmission, 87–88
in use, 88

high availability, 138
migration

migration stage, 205
post-migration stage, 205–206
pre-migration stage, 203–205
tools for, 206–208

redundancy features, 134–138
requirements, 74
scaling, 81–85

auto-scaling, 81
Azure SQL Database Serverless, 81–82
comparison of methods, 85
horizontal scaling, 81
sharding, 82–85
vertical scaling, 81

service tiers, 78–80
DTU-based, 79–80
for elastic pools, 79
for single databases, 78–79
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management tools

FMA (failure mode analysis), 141
free billing model, 2

G
governance design

Azure Blueprint, 55–58
policies, 54–55
standards for, 52–53
tagging, 53–54

GRS (geo-redundant storage), 9, 142–144
GZRS (geo-zone-redundant storage), 9, 142–144

H
hierarchical structure of Azure, 43–45
high availability

auto-scaling, 138–141
characteristics of, 133
FMA (failure mode analysis), 141
geo-redundancy, 144
redundancy features, 134–138
storage types for, 141–143

high-performance computing (HPC), 159–161
horizontal scaling, 8, 81, 139
hosting plans for Azure Functions, 157
hot access tier (Azure Storage)

comparison of tiers, 102–103, 130–131
described, 102
SLAs for, 131–132

HPC (high-performance computing), 159–161
hub-and-spoke topology, 166–167

I
IAM (Identity Access Management), 47
ICMP (Internet Control Message Protocol), 33
ID tokens, 42
identity management. See managed identities
identity protection, 49–50
identity synchronization, 37–39
implicit flow (OAuth), 43
inbound rules, 33–34
infrastructure monitoring, 17–18
Insights (in Azure Monitor), 17–18
Internet Control Message Protocol (ICMP), 33

IP addresses, 124, 170–171
IP Flow Verify, 18–19

K
Key Vault. See Azure Key Vault
keys, 60–61

L
legal hold policies, 132
licenses, 29
listings

ARM template for virtual network, 173–176
JSON custom role definition, 45–46
virtual network and NSG creation, 34–35

load balancing, 187–188
local redundant storage (LRS), 9, 142–143
locking resource groups, 43–44
Log Analytics Workspaces, 13, 21
Logic Apps, 192, 194
logs

for compliance requirements, 21–22
defined, 12
integration with Azure Sentinel, 15–16
in Network Watcher, 19
storage locations, 13
streaming to Event Hub, 14–15
types of, 12

LRS (local redundant storage), 9, 142–143

M
managed identities

in Azure App Service, 65
Azure support for, 64
system-assigned versus user-assigned, 63

management groups, 43
management tools

for Azure Storage, 107–110
account key rotation, 108
Azure Blob Storage Lifecycle Management, 
108–109
comparison of, 109–110
free tools, 107–108

for networking services, 185–186
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MARS (Microsoft Azure Recovery Services)

with custom DNS servers, 172–173
design considerations, 171

NAT (network address translation) gateways, 185
network addressing, 170–171
Network Performance Monitor (NPM), 18, 186
network security, 177–182

Application Gateway, 180–181
Azure Firewall

comparison with NVAs, 179–180
described, 178–179

Azure Private Link, 180
NVAs (network virtual appliances)

comparison with Azure Firewall, 179–180
described, 177

WAF (Web Application Firewall), 181
network security groups. See NSGs (network security 
groups)
network virtual appliances (NVAs)

comparison with Azure Firewall, 179–180
described, 177

Network Watcher, 18
logging tools, 19
monitoring tools, 18
network diagnostic tools, 18–19, 186

networking services
Azure Virtual Network, capabilities of, 165
connections, 182–185

Azure Bastion, 182–183
Azure Virtual WAN, 184
Azure VPN Gateway, 184
ExpressRoute, 183–184
NAT gateways, 185
service endpoints, 185
VNets (virtual networks), 182

load balancing, 187–188
management tools, 185–186
name resolution

with Azure DNS, 171–172
with custom DNS servers, 172–173
design considerations, 171

network addressing, 170–171
provisioning, 173–177
site recovery networks, 121–124
topologies

Azure Virtual WAN, 167–170
hub-and-spoke, 166–167

traffic routing, 187–188
Next Hop, 18
NPM (Network Performance Monitor), 18, 186

MARS (Microsoft Azure Recovery Services), 127
metrics, 12
MFA (multifactor authentication), 30–32
microservices, 189–193

Azure App Configuration, 193
benefits of, 189
communication between, 190
container orchestrators, 192
serverless, 191–192
workflow orchestration, 191–192

Microsoft Authentication Library (MSAL), 28
Microsoft Azure Recovery Services (MARS), 127
Microsoft Identity Platform, 29
Microsoft Visual Studio Cloud Explorer

accessing Azure Storage, 107
managing Azure Storage, 108

migration
assessing

agentless versus agent-based visualization, 199
with Azure Migrate, 197–199
with Movere, 199–200

with Azure Migrate tools, 201–203
of data

with Azure Data Box, 208–209
with Azure File Sync, 209–211
with Storage Migration Service, 207–208

of databases
migration stage, 205
post-migration stage, 205–206
pre-migration stage, 203–205
tools for, 206–208

steps in, 197
strategies for, 200–201

minimizing costs. See cost management
monitoring. See also Azure Monitor; logs

with Azure Security Center, 19–20
costs, 6–7
integration with Azure Sentinel, 15–16
with Network Watcher, 18
types of solutions, 16–18

Movere, 199–200
MSAL (Microsoft Authentication Library), 28
multifactor authentication (MFA), 30–32
multi-tenant model, 83

N
name resolution

with Azure DNS, 171–172
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rehost migration strategy

NSGs (network security groups), 33–34, 186
creating, 34–37
flow logs, 19
inbound/outbound rules, 33–34
protocol support, 33
service tags, 34

NVAs (network virtual appliances)
comparison with Azure Firewall, 179–180
described, 177

O
OAuth, OpenID Connect, 42–43
OpenID Connect, 42–43
optimization in cost management, 3
organizational structure, characteristics for cost man-
agement, 3
organizing cloud resources for cost management, 4–5
outbound rules, 33–34

P
Packer, 164
pass-through authentication (PTA), 37
password hash synchronization, 37
passwords, resetting, 40
pay-as-you-go billling model, 2
performance tiers (Azure Storage), 103–104
permissions in Azure Blueprint, 57
PIM (Privileged Identity Management), 48
planning

cloud resources for cost management, 7–8
monitoring solutions, 16–18

platform logs. See logs
policies

for application properties, 68
in Azure Blueprint, 55–58
in governance design, 54–55
inheritance, 5

post-migration stage (databases), 205–206
pre-migration stage (databases), 203–205
premium performance tier (Azure Storage)

comparison of tiers, 104
described, 103

pricing calculator, 3
private links

accessing Azure Storage, 106

service endpoints versus, 106
Privileged Identity Management (PIM), 48
processed events, 21
processing phase (data lifecycle), 91–92
properties (of applications)

conditional access policies, 68
configuring, 67–68

provisioning
Azure Storage, 210
Azure Storage Sync, 210
compute services, 150–153

with Ansible, 152
with ARM templates, 150–152
with Chef, 152–153
comparison of tools, 150
with Puppet, 153
with Terraform, 153

networking services, 173–177
proximity placement groups, 135
PTA (pass-through authentication), 37
publishing Azure Blueprints, 56–57
Puppet, 153

R
RA-GRS (read-access geo-redundant storage), 9, 
142–144
RA-GZRS (read-access geo-zone-redunant storage), 9, 
142, 144
RBAC (role-based access control), 45–47, 57
read scale-out, 84–85
rearchitect migration strategy, 200
rebuild migration strategy, 201
recover point objective (RPO), 117
recovery objectives, 116–118
recovery time objective (RTO), 117
recovery-level objective (RLO), 117
redundancy

features, 134–138
storage types, 141–143

refactor migration strategy, 200
refresh tokens, 42
regional pairs, 135
regions

Azure Key Vault, 62
cost management, 8
site recovery, 124–126

rehost migration strategy, 200
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replace migration strategy

Service Bus, 190, 192
service endpoints, 185

accessing Azure Storage, 105
disaster recovery plans, 123
private links versus, 106

Service Fabric, 139, 155–156, 192
service tags, 34, 123
service tiers (databases), 78–80

DTU-based, 79–80
for elastic pools, 79
for single databases, 78–79
vCore-based, 80

service-level agreements. See SLAs (service-level 
agreements)
sharding, 82–85
single sign-on (SSO), 26–28
single-tenant model, 82–83
site recovery. See ASR (Azure Site Recovery)
SLAs (service-level agreements)

for data archiving, 131–132
percentage of uptime, 133
for VMs, 134

Spot VMs, 10
SQL Server on Azure Virtual Machine

comparison with other databases, 74–75
described, 78

SSMA (SQL Server Migration Assistant), 207–208
SSO (single sign-on), 26–28
SSPR (self-service password reset), 40
standard performance tier (Azure Storage)

comparison of tiers, 104
described, 103

storage locations. See also Azure Storage; databases
for logs, 13
migration

with Azure Data Box, 208–209
with Azure File Sync, 209–211
with Storage Migration Service, 207–208

Storage Migration Service, 207–208
Storage Queue, 190
storage tiers (Azure Storage), 102–104, 130–132
streaming logs to Event Hub, 14–15
student account billing model, 2
subscriptions, 43
symmetric encryption, 86
synchronizing identities, 37–39
system-assigned managed identities, 63

replace migration strategy, 201
reporting costs, 6–7
resetting passwords, 40
resource entity scopes, 6
resource groups

defined, 43
locking, 43–44

resource logs, 12
resources, 44. See also cloud resources

tagging, 54
REST, encryption at, 86
risk detections report, 50
risk reports, 49–50
risky sign-ins report, 49–50
risky users report, 49
RLO (recovery-level objective), 117
RoboCopy, 211
role definitions, 45–47
role-based access control (RBAC), 45–47, 57
rotating Azure Storage keys, 108
RPO (recover point objective), 117
RTO (recovery time objective), 117

S
saving Azure Blueprints, 56
scaling databases, 81–85

auto-scaling, 81
Azure SQL Database Serverless, 81–82
comparison of methods, 85
horizontal scaling, 81
sharding, 82–85
vertical scaling, 81

scopes, 6
secrets, 59–60
security for applications. See application security
security for networks. See network security
security monitoring, 19–20
security principals, 45
security rules, 33–34
self-service authentication options, 39–40
self-service password reset (SSPR), 40
Server Assessment tool (Azure Migrate), 198–199
serverless microservices, 191–192
serverless tier, 81–82
server-side encryption, 87
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ZRS (zone-redundant storage)

T
tagging

cloud resources, 5–6
in governance design, 53–54

TCO (Total Cost of Ownership) calculator, 3
TCP (Transmission Control Protocol/Internet Protocol), 
33
tenants, 43
Terraform, 153
time-based retention policies, 132
tokens, types of, 42
topologies

Azure Virtual WAN, 167–170
hub-and-spoke, 166–167
viewing in Network Watcher, 18

Total Cost of Ownership (TCO) calculator, 3
traffic analytics in Network Watcher, 19
Traffic Manager, 135, 187
traffic routing, 187–188
transmission, encryption in, 87–88
Transmission Control Protocol/Internet Protocol (TCP), 
33
triggers, 156–157

U
UDP (User Datagram Protocol), 33
updates to Azure, 11
User Datagram Protocol (UDP), 33
user-assigned managed identities, 63

V
Variable Packet Capture, 19
vaults, 58–59
vCore-based service tiers, 80
versioning, 56–57
vertical scaling, 81, 138–139
virtual machines. See VMs (virtual machines)
Virtual Network NAT, 185
virtual networks. See VNets (virtual networks)
Virtual WAN, 167–170, 184
visibility in cost management, 3

Visual Studio, 194
VMs (virtual machines)

auto-scaling, 139–141
Azure Migrate tools, 201–203
cost management, 9–11
deleting, 10
migration strategies, 200–201
SLAs for, 134
SQL Server on Azure Virtual Machine

comparison with other databases, 74–75
described, 78

when to use, 154
VNets (virtual networks)

accessing Azure Storage, 105–106
Azure Virtual Network

capabilities of, 165
network addressing, 170–171
provisioning, 173–177

creating, 34–37
security. See network security
service endpoints, 123
uses for, 182

VPN gateways
Azure VPN Gateway, 184
troubleshooting, 18

W
WAF (Web Application Firewall), 181
webhooks, 194
Windows Virtual Desktop (WVD), 158
workflow orchestration, 191–192
workloads

geo-redundancy, 144
integration with Azure Backup, 128
migration steps for, 197

WVD (Windows Virtual Desktop), 158

Z
zones, cost management, 8
ZRS (zone-redundant storage), 9, 142–143
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