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Foreword

C++ is a very rich, very expressive language with lots of features. It has to be because
a successful general-purpose programming language must have more facilities than
any one developer needs, and a living and evolving language will accumulate alterna-
tive idioms for expressing an idea. That can lead to choice overload. So, what does a
developer choose for programming style and mastery? How does a developer avoid
getting stuck with outdated and ineffective techniques and programming styles?

The C++ Core Guidelines (https://github.com/isocpp/CppCoreGuidelines/blob/
master/CppCoreGuidelines.md) are an ongoing open-source project to address such
issues by gathering widely recognized modern C++ best practices together in one
place. The Core Guidelines rely on decades of experience and earlier sets of coding
rules. They share a conceptual framework with C++ itself, with a focus on type
safety, resource safety, and the elimination of avoidable complexities and inefficien-
cies. The Core Guidelines are organized to address known problem areas and partly
phrased to enable enforcement by a static analyzer.

The Core Guidelines are organized as a reference work to make it easy to look up
and share specific topics, not as a tutorial to be read sequentially to learn themes for
using modern C++ well. We are therefore very pleased to see Rainer Grimm apply-
ing his teaching skills and industrial background to tackle the hard and necessary
task of making the rules accessible to more people. We hope that you find learning
the Core Guidelines stimulating and, especially, that applying them to your real-
world problems will make your work significantly more effective and more
enjoyable.

Bjarne Stroustrup

Herb Sutter
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Preface

This preface serves one purpose: to give you, dear reader, the necessary background
to get the most out of this book. This background includes technical details about
me, my writing style, my motivation for writing this book, and the challenges of
writing such a book. If you want to skip this section, fine, but at least read the
Acknowledgments section.

Conventions
I promise, only a few conventions.

Rules versus guidelines

The authors of the C++ Core Guidelines often refer to them as rules. So do I. In the
context of this book, I use both terms interchangeably.

Special fonts

Bold Sometimes I use bold font to emphasize important terms.
Italic Italics designate hyperlinks (eBook only).

Monospace Code, instructions, keywords, names of types, variables, functions, and
classes are displayed in monospace font.

Boxes

I use boxes with a bullet list for the information concluding each chapter.

Related rules

Often rules are related to other rules. I provide this valuable information at the end
of the chapter if necessary.

Distilled

Important

Get the essential information at the end of each chapter.
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Source code

I dislike using directives and declarations because they hide the origin of the library
functions. Due to the limited length of a page, I have to use them from time to time. [ use
them in such a way that the origin can always be deduced from the using directive (using
namespace std;) or the using declaration (using std: :cout;). Not all headers are dis-
played in the code snippets. Boolean values are displayed with true or false. The neces-
sary I/O manipulator std: :boolalpha is mostly not part of the code snippets.

Three dots (. . .) in the code snippets stand for missing code.

When I present a complete program as a code example, you will find the name of
the source file in the first line of the code. I assume that you use a C++14 compiler. If
the example needs C++17 or C++20 support, [ mention the required C++ standard
after the name.

I often use markers such as // (1) in the source file to ease my explanations. If
possible, I write the marker in the cited line or, if not, one line before. The markers are
not part of the more than 100 source files that are part of the book (available from
https://github.com/RainerGrimm/CppCoreGuidelines). For layout reasons, I often
adjusted the source code in this book.

When I use examples from the C++ Core Guidelines, I often rewrite them for
readability by adding namespace std if it is missing, or unify the layout.

Why guidelines?

This subjective observation is mainly based on my more than 15 years of experience
as a trainer for C++, Python, and software development in general. In the last few
years, | was responsible for the team and the software deployed on defibrillators. My
responsibility included regulatory affairs for our devices. Writing software for a defi-
brillator is extremely challenging because they can cause death or serious injury for
the patient and the operator.

I have a question in mind that we should answer as a C++ community. This ques-
tion is: Why do we need guidelines for modern C++? Here are my thoughts, which
consist for simplicity reasons of three observations.

Complex for novices

C++ is, in particular for beginners, an inherently complex language. This is mainly
because the problems we want to solve are inherently complicated and often complex
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as well. When you teach C++, you should provide a set of rules that work for your
participants in at least 95% of all use cases. I think about rules such as

e Let the compiler deduce your types.
e Initialize with curly braces.
e Prefer tasks over threads.

e Use smart pointers instead of raw pointers.

I teach rules such as the ones mentioned in my seminars. We need a canon of best
practices or rules in C++. These rules should be formulated positively and not nega-
tively. They should declare how you should write code and not what should be
avoided.

Challenging for professionals

I’m not worried about the sheer amount of new features that we get with each new
C++ standard every three years. ’m worried about the new ideas that modern C++
supports. Think about event-driven programming with coroutines, lazy evaluation,
infinite data streams, or function composition with the ranges library. Think about
concepts, which introduce semantic categories to template parameters. It can be
quite challenging to teach C programmers object-oriented ideas. When you shift,
therefore, to these new paradigms, you have to rethink and presumably change the
way you solve your programming challenges. [ assume that this plethora of new ideas
will, in particular, overwhelm professional programmers. They are the ones who are
used to solving the problems with their classical techniques. With high probability,
they fall into the hammer-nail trap.

Used in safety-critical software

In the end, I have a strong concern. In safety-critical software development, you often
have to stick to guidelines. The most prominent are MISRA C++. The current
MISRA C++:2008 guidelines were published by the Motor Industry Software Relia-
bility Association. They are based on the MISRA C guidelines from the year 1998.
Initially designed for the automotive industry, they became the de facto standard for
the implementation of safety-critical software in the aviation, military, and medical
sectors. As MISRA C, MISRA C++ describes guidelines for a safe subset of C++.
But there is a conceptual problem. MISRA C++ is not state of the art for modern
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software development in C++. It’s four standards behind! Here is an example:
MISRA C++ doesn’t allow operator overloading. 1 teach in my seminars that you
should use user-defined literals to implement type-safe arithmetic: auto constexpr
dist = 4 * 5_m + 16_cm - 3_dm. To implement such type-safe arithmetic, you have
to overload the arithmetic operators and the literal operators for the suffixes. To be
honest, I don’t believe that MISRA C++ will ever evolve in lockstep with the current
C++ standard. Only community-driven guidelines such as the C++ Core Guidelines
can face this challenge.

MISRA C++ integrates AUTOSAR C++14

However, there is hope. MISRA C++ integrates AUTOSAR C++14. AUTOSAR
C++14 is based on C++14 and should become an extension of the MISRA C++
standard. ’'m highly skeptical that organization-driven guidelines can keep in
lockstep with the dynamics of modern C++.

My challenge

Let me share the essential lines of my e-mail discussion in May 2019 with Bjarne
Stroustrup and Herb Sutter telling them that I wanted to write a book about the
C++ Core Guidelines: “I’'m an absolute fan of the value which is inside the C++
Core Guidelines because my strong belief is that we need guidelines for the correct/
safe usage of modern C++. I often use examples or ideas from the C++ Core Guide-
lines in my C++ classes. The format reminds me of the MISRA C++ or AUTOSAR
C++14 rules which is presumably intentional, but this is not the ideal format for a
big audience. I think that more people would read and reason about the guidelines if
we had a second document which describes the general ideas of the guidelines.”

I want to add a few remarks to these previous conversations. In the last few years,
[ wrote on my German and English blogs more than a hundred posts about the C++
Core Guidelines. Additionally, I write for the German Linux-Magazin a series on the
C++ Core Guidelines. I do this for two reasons: First, the C++ Core Guidelines
should become better known, and second, I want to present them in a readable form,
extended with background information if necessary.

Here is my challenge: The C++ Core Guidelines consist of over five hundred
guidelines, most of the time just called rules. These rules are designed with static
analysis in mind. Many of the rules are lifesaving for a professional C++ software
developer, but also many of the rules are quite special, often incomplete or
redundant, and sometimes the rules even contradict. My challenge is to boil these
valuable rules down to a readable, even entertaining, story, removing the esoteric
stuff and filling the gaps if necessary. In the end, the book should contain the rules
that are mandatory for a professional software developer in C++.
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Panta rbei

Panta rhei, or “everything flows,” from the Greek philosopher Heraclitus stands for
the challenge ’'m faced with while writing this book. The C++ Core Guidelines are a
GitHub-hosted project with more than 200 contributors. While I was writing this
book, the source I was basing my writing on may have changed.

C++98 . C++11 .C++14. C++17 .C++20

[ 1ess 2011 2014 2017 2020 >
Templates Move semantic Reader-writer locks Fold expressions Corputings
Unified initialization Genernc lambda constexpr if Modules
STL with containers auco and decltype functions Structured binding Concepts
and algorithms Lambda functions Generalized Ranges library
Stnngs COnITexXpI COnSTexpr atd: jatring_view
IO Streams functions Parallel algonthms of the STL

Multithreading and the
memory model

Filesystem library
std:rany, stdiioptional
and stdi:variant

Ragular expressions
Smart pointers
Hash tables
acd:rarray

- o=

The guidelines already include C++ features, which may become part of an
upcoming standard, such as contracts in C++23. To reflect this challenge, I made a
few decisions.

1. I provide links in the electronic version of this book to the mentioned C++
Core Guidelines so you can quite easily refer to their origins.

2. My focus is on the C++17 standard. If appropriate, I include guidelines target-
ing the C++20 standard, such as concepts.

3. The C++ Core Guidelines evolve constantly, in particular as new C++
standards are published. So will this book. My plan is to update this book
accordingly.

How to read this book

The structure of this book represents the structure of the C++ Core Guidelines. It
has the corresponding major sections and parts of the supporting sections. In addi-
tion to the C++ Core Guidelines, I included appendixes, which provide concise over-
views of missing topics, including C++20 or even C++23 features.
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I still have not answered one question: how to read this book. Of course, you
should start with the major sections, best from top to toe. The supporting sections
provide additional information and introduce, in particular, the Guidelines Support
Library. Use the appendixes as a kind of reference to get the necessary background
information to understand the major sections. Without this additional information,
this book would not be complete.
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Chapter 3

Interfaces

Cippi assembles components.

An interface is a contract between a service provider and a service user. Interfaces
are, according to the C++ Core Guidelines, “probably the most important single
aspect of code organization.” The section on interfaces has about twenty rules. Four
of the rules are related to contracts, which didn’t make it into the C++20 standard.
A few rules related to interfaces involve contracts, which may be part of C++23.
A contract specifies preconditions, postconditions, and invariants for functions that
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can be checked at run time. Due to the uncertainty of the future, I ignore these rules.
The appendix provides a short introduction to contracts.
Let me end this introduction with my favorite quote from Scott Meyers:

Make interfaces easy to use correctly and hard to use incorrectly.

Avoid non-const global variables

Of course, you should avoid non-const global variables. But why? Why is a global
variable, in particular when it is non-constant, bad? A global injects a hidden depend-
ency into the function, which is not part of the interface. The following code snippet
makes my point:

int glob{2011};

int multiply(int fac) {
glob *= glob;
return glob * fac;

3

The execution of the function multiply changes, as a side effect, the value of the
global variable glob. Therefore, you cannot test the function or reason about the
function in isolation. When more threads use multiply concurrently, you have to
protect the variable glob. There are more drawbacks to non-const global variables.
If the function multiply had no side effects, you could have stored the previous result
and reused the cached value for performance reasons.

The curse of non-const global variables

Using non-const globals has many drawbacks. First and foremost, non-const globals
break encapsulation. This breaking of encapsulation makes it impossible to think
about your functions/classes (entities) in isolation. The following bullet points enu-
merate the main drawbacks of non-const global variables.

¢ Testability: You cannot test your entities in isolation. There are no units, and
therefore, there is no unit testing. You can only perform system testing. The
effect of your entities depends on the state of the entire system.


http://isocpp.github.io/CppCoreGuidelines/CppCoreGuidelines#S-interfaces
https://en.wikipedia.org/wiki/Unit_testing
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¢ Refactoring: It is quite challenging to refactor your code because you cannot
reason about your code in isolation.

e Optimization: You cannot easily rearrange the function invocations or per-
form the function invocations on different threads because there may be hid-
den dependencies. It’s also extremely dangerous to cache previous results of
function calls.

e Concurrency: The necessary condition for having a data race is a shared,
mutable state. Non-const global variables are shared and mutable.

Avoid singletons

Sometimes, global variables are very well disguised.

// singleton.cpp
class MySingleton {

public:
MySingleton(const MySingleton&)= delete;
MySingleton& operator = (const MySingleton&)= delete;

static MySingleton* getInstance() {
if ( !'instance ){
instance= new MySingleton();

}

return instance;

private:
static MySingleton* instance;
MySingleton()= default;
~MySingleton()= default;

Y

MySingleton* MySingleton::instance= nullptr;

int main() {

std::cout << MySingleton::getInstance() << "\n";


http://www.modernescpp.com/index.php/race-condition-versus-data-race

18

PART I THE GUIDELINES

std::cout << MySingleton::getInstance() << "\n";

A singleton is just a global, and you should, therefore, avoid singletons, if possible. A
singleton gives the straightforward guarantee that only one instance of a class exists.
As a global, a singleton injects a dependency, which ignores the interface of a func-
tion. This is due to the fact that singletons as static variables are typically invoked
directly: Singleton::getInstance() as shown in the two lines of the main function.
The direct invocation of the singleton has a few serious consequences. You cannot
unit test a function having a singleton because there is no unit. Additionally, you can-
not fake your singleton and replace it during run time because the singleton is not
part of the function interface. To make it short: Singletons break the testability of
your code.

Implementing a singleton seems like a piece of cake but is not. You are faced with
a few challenges:

e Who is responsible for destroying the singleton?
e Should it be possible to derive from the singleton?
¢ How can you initialize a singleton in a thread-safe way?

e In which sequence are singletons initialized when they depend on each other
and are in different translation units? This is to scare you. This challenge is
called the static initialization order problem.

The bad reputation of the singleton is, in particular, due to an additional fact. Sin-
gletons were heavily overused. I see programs that consist entirely of singletons.
There are no objects because the developer wants to prove that they apply design
patterns.

Dependency injection as a cure

When an object uses a singleton, it injects a hidden dependency into the object.
Thanks to dependency injection, this dependency is part of the interface, and the
service is injected from the outside. Consequently, there is no dependency between
the client and the injected service. Typical ways to inject dependencies are construc-
tors, setter members, or template parameters.

The following program shows how you can replace a logger using dependency
injection.


http://isocpp.github.io/CppCoreGuidelines/CppCoreGuidelines#Ri-singleton
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// dependencyInjection.cpp

#include <chrono>
#include <iostream>
#include <memory>

class Logger {

public:
virtual void write(const std::string&) = 0;
virtual ~Logger() = default;

}

class SimplelLogger: public Logger {
void write(const std::string& mess) override {
std::cout << mess << std::endl;

3

class TimelLogger: public Logger {

using MySecondTick = std::chrono::duration<long double>;

long double timeSinceEpoch() {
auto timeNow = std::chrono::system_clock: :now();
auto duration = timeNow.time_since_epoch();
MySecondTick sec(duration);
return sec.count();

}

void write(const std::string& mess) override {
std::cout << std::fixed;
std::cout << "Time since epoch: " << timeSinceEpoch()

3

class Client {
public:
Client(std::shared_ptr<Logger> log): logger(log) {}
void doSomething() {
logger->write("Message");
}
void setLogger(std::shared_ptr<Logger> log) {
logger = log;

19


https://en.cppreference.com/w/cpp/memory/shared_ptr
https://en.cppreference.com/w/cpp/memory/shared_ptr
https://en.cppreference.com/w/cpp/header/iostream

20

PART I THE GUIDELINES

private:
std::shared_ptr<Logger> logger;
}

int main() {
std::cout << '\n';

Client cl(std::make_shared<SimpleLogger>()); // (1)
cl.doSomething();
cl.setLogger(std: :make_shared<TimeLogger>()); /7 (2)
cl.doSomething();
cl.doSomething();

std::cout << '\n';

}

The client c1 supports the constructor (1) and the member function setLogger (2) to
inject the logger service. In contrast to the SimpleLogger, the TimeLogger includes
the time since epoch in its message (see Figure 3.1).

File Edit View Bookmarks Settings Help
rainer@seminar:~> dependendyInjection
Message

Time since epoch: 1588108879.042703: Message
Time since epoch: 1588108879.042741: Message

rainer@seminar:~> [] i

Figure 3.1 Dependency injection

Making good interfaces

Functions should not communicate via global variables but through interfaces. Now
we are in the core of this chapter. According to the C++ Core Guidelines, here are
the recommendations for interfaces. Interfaces should follow these rules:

e Make interfaces explicit (I.1).

e Make interfaces precise and strongly typed (1.4).
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¢ Keep the number of function arguments low (1.23).

¢ Avoid adjacent unrelated parameters of the same type (1.24).

The first function showRectangle breaks all mentioned rules for interfaces:

void showRectangle(double a, double b, double c, double d) {
floor(a);
ceil(b);

T @
1

void showRectangle(Point top_left, Point bottom_right);

Although the first function showRectangle should show only a rectangle, it modifies
its arguments. Essentially, it has two purposes and has, as a consequence, a mislead-
ing name (I.1). Additionally, the function signature does not provide any information
about what the arguments should be, nor in which sequence the arguments must be
given (.23 and [.24). Furthermore, the arguments are doubles without a constraint
value range. This constraint must, therefore, be established in the function body
(I.4). In contrast, the second function showRectangle takes two concrete points.
Checking to see if a Point has valid value is the job of the constructor of Point. This
responsibility should not be the job of the function.

[ want to elaborate more on the rules .23 and [.24 and the function std::transform_
reduce from the Standard Template Library (STL). First, I need to define the term
callable. A callable is something that behaves like a function. This can be a function
but also a function object, or a lambda expression. If a callable accepts one argu-
ment, it is called a unary callable; if it takes two arguments, it is called a binary
callable.

std::transform_reduce first applies a unary callable to one range or a binary
callable to two ranges and then a binary callable to the resulting range. When you
use std: : transform_reduce with a unary lambda expression, the call is easy to use
correctly:

std::vector<std::string> strVec{"Only", "for", "testing", "purpose"};

std::size_t res = std::transform_reduce(
std: :execution::par,
strVec.begin(), strVec.end(),
0,
[J(std::size_t a, std::size_t b) { return a + b; },
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[1(std::string s) { return s.size(); }

);

The function std::transform_reduce transforms each string onto its length ([]
(const std::string s) { return s.size(); }) and applies the binary callable ([]
(std::size_t a, std::size_t b) { return a + b; }) to the resulting range. The
initial value for the summation is 0. The whole calculation is performed in parallel:
std::execution: :par.

When you use the overload, which accepts two binary callables, the declaration of
the function becomes quite complicated and error prone. Consequently, it breaks the
rules [.23 and 1.24.

template<class ExecutionPolicy,
class ForwardItl, class ForwardIt2, class T,
class BinaryOpl, class BinaryOp2>
T transform_reduce(ExecutionPolicy&& policy,
ForwardItl firstl, ForwardItl lastil,
ForwardIt2 first2,
T init, BinaryOpl binary_opl, BinaryOp2 binary_op2);

Calling this overload would require six template arguments and seven function argu-
ments. Using the binary callables in the correct sequence may also be a challenge.
transform | reduce

The main reason for the complicated function std: :transform_reduce is that two
functions are combined into one. Defining two separate functions transform and
reduce and supporting function composition via the pipe operator would be a better
choice: transform | reduce.

Do not pass an array as a single pointer

The guideline that you should not pass an array as a single pointer is special. I can
tell you from experience that this rule is a common cause of undefined behavior. For
instance, the function copy_n is quite error prone.

template <typename T>
void copy_n(const T* p, T* q, int n); // copy from [p:p+n) to [q:qg+n)


https://en.cppreference.com/w/cpp/algorithm/transform_reduce
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int a[100] {0, 3},
int b[100] = {0, };

copy_n(a, b, 101);

Maybe you had an exhausting day and you miscounted by one. The result is an off-
by-one error and, therefore, undefined behavior. The cure is simple. Use a container
from the STL such as std: :vector and check the size of the container in the function
body. C++20 offers std: : span, which solves this issue more elegantly. A std: :span
is an object that can refer to a contiguous sequence of objects. A std: :span is never
an owner. This contiguous memory can be an array, a pointer with a size, or a
std::vector.

template <typename T>
void copy(std::span<const T> src, std::span<T> des);

int arri[] = {1, 2, 3};
{3, 4, 5};

int arr2[]

copy(arrl, arr2);

copy doesn’t need the number of elements. Hence, a common cause of errors is elim-
inated with std: : span<T>.

.27 For stable library ABI, consider the Pimpl idiom

An application binary interface (ABI) is the interface between two binary programs.

Thanks to the PImpl idiom, you can isolate the users of a class from its implemen-
tation and, therefore, avoid recompilation. PImpl stands for pointer to implementa-
tion and is a programming technique in C++ that removes implementation details
from a class by placing them in a separate class. This separate class is accessed by a
pointer. This is done because private data members participate in class layout and
private member functions participate in overload resolution. These dependencies
mean that changes to those implementation details require recompilation of all users
of a class. A class holding a pointer to implementation (PImpl) can isolate the users
of a class from changes in its implementation at the cost of an indirection.

23


https://en.cppreference.com/w/cpp/container/span
https://en.cppreference.com/w/cpp/container/span
https://en.cppreference.com/w/cpp/container/span
https://en.cppreference.com/w/cpp/language/pimpl

PART I THE GUIDELINES

The C++ Core Guidelines show a typical implementation.

o Interface: widget.h

class Widget {
class impl;
std::unique_ptr<impl> pimpl;
public:
void draw(); // public API that will be forwarded
// to the implementation
widget(int); // defined in the implementation file
~Widget(); // defined in the implementation file,
// where impl is a complete type
widget(wWidget&&) = default;
widget(const Widget&) = delete;
widget& operator = (Widget&&); // defined in the
// implementation file
widget& operator = (const Widget&) = delete;

}i

¢ Implementation: widget.cpp

class Widget::impl {
int n; // private data
public:
void draw(const widget& w) { /* ... */ }
impl(int n) : n(n) {3}
}
void Widget::draw() { pimpl->draw(*this); 3}
wWidget::wWidget(int n) : pimpl{std::make_unique<impl>(n)} {}
widget::~Widget() = default;
widget& Widget::operator = (Widget&&) = default;

cppreference.com provides more information about the PImpl idiom. Additionally,
the rule “C.129: When designing a class hierarchy, distinguish between implementa-
tion inheritance and interface inheritance” shows how to apply the PImpl idiom to
dual inheritance.
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Related rules

I present the rule “I.10: Use exceptions to signal a failure to perform a required task”
in Chapter 11, Error Handling, the rule “I.11: Never transfer ownership by a raw
pointer (T*) or reference (T&)” in Chapter 4, Functions, the rule “1.22: Avoid complex
initialization of global objects” in Chapter 8, Expressions and Statements, and the
rule “I.25: Prefer abstract classes as interfaces to class hierarchies” in Chapter 5,
Classes and Class Hierarchies.

Distilled

Important

e Don’t use global variables. They introduce hidden dependencies.
e Singletons are global variables in disguise.
e Interfaces and in particular functions should express their intent.

e Interfaces should be strongly typed and have few arguments that cannot be
easily confused.

e Don’t take a C-array by pointer but use a std: : span.

e If you want to separate the users of a class from its implementation, use
the PImpl idiom.
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Chapter 4

Functions

Cippi uses functions to solve the challenge.

Software developers master complexity by dividing complex tasks into smaller units.
After the small units are addressed, they put the smaller units together to master the
complex task. A function is a typical unit and, therefore, the basic building block for
a program. Functions are “the most critical part in most interfaces . . .” (C++ Core

Guidelines about functions).
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The C++ Core Guidelines have about forty rules for functions. They provide
valuable information on the definition of functions, how you should pass the argu-
ments (e.g., by copy or by reference), and what that means for the ownership seman-
tics. They also state rules about the semantics of the return value and other functions
such as lambdas. Let’s dive into them.

Function definitions

Presumably, the most important principle for good software is good names. This
principle is often ignored and holds true in particular for functions.

Good names

The C++ Core Guidelines dedicate the first three rules to good names: “F.1: ‘Package’
meaningful operations as carefully named functions,” “E2: A function should per-
form a single logical operation,” and “E.3: Keep functions short and simple.”

Let me start with a short anecdote. A few years ago, a software developer asked
me, “How should I call my function?” I told him to give the function a name such as
verbobject. In case of a member function, a verb may be fine because the function
already operates on an object. The verb stands for the operation that is performed
on the object. The software developer replied that this is not possible; the function
must be called getTimeAndAddToPhonebook or just processData because the func-
tions perform more than one job (single-responsibility principle). When you don’t
find a meaningful name for your function (E1), that’s a strong indication that your
function does more than one logical operation (F.2) and that your function isn’t short
and simple (E3). A function is too long if it does not fit on a screen. A screen means
roughly 60 lines by 140 characters, but your measure may differ. Now you should
identify the operations of the function and package these operations into carefully
named functions.

The guidelines present an example of a bad function:

void read_and_print() { // bad
int x;
std::cin >> x;
// check for errors
std::cout << x << '\n';
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The function read_and_print is bad for many reasons. The function is tied to a
specific input and output and cannot be used in a different context. Refactoring the
function into two functions solves these issues and makes it easier to test and to

maintain:

int read(std::istream& is) { // better
int x;
is >> x;
// check for errors
return x;

void print(std::ostream& os, int x) {
0s << X << '\n';

If a function may have to be evaluated at compile-time,
declare it constexpr

A constexpr function is a function that has the potential to run at compile time.
When you invoke a constexpr function within a constant expression, or you take the
result of a constexpr with a constexpr variable, it runs at compile time. You can
invoke a constexpr function with arguments that can be evaluated only at run time,
too. constexpr functions are implicit inline.

The result of constexpr evaluated at compile time is stored in the ROM (read-
only memory). Performance is, therefore, the first big benefit of a constexpr func-
tion. The second is that constexpr functions evaluated at compile time are const
and, therefore, thread safe.

Finally, a result of the calculation is made available at run time as a constant in
ROM.

// constexpr.cpp

constexpr auto gcd(int a, int b) {
while (b !'= 0) {

auto t = b;
b =a%b;
a=t;

}

return a;
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int main() {

constexpr int i = gcd(11, 121); // (1)

int a = 11;
int b = 121;
int j = gcd(a, b); /7 (2)

Figure 4.1 shows the output of Compiler Explorer and depicts the assembly code
generated by the compiler for this function. I used the Microsoft Visual Studio Com-
piler 19.22 without optimization.

32 malin FROC

33 $LNZ

3 sub rsp, 56 ; BEEEEOSSH
mov DWORD PTR i%$[rsp], 11
mov WORD PTR a${rsp]. 11

3 mov DWORD PTR b$[rspl, 121 . 00BE8079H

38 mov edx, Dw PTR b%[rsp]

39 mov ecx, DWORD PTR a$[rsp]

40 call int ged(int,int) ; gcd

41 mov DWORD PTR j%$[rsp]l., eax

42 xXor eax, sax

43 add rsp, S6 ; BEOERO3BH

44 ret @

45 main ENDF

Figure 4.1 Assembler instructions to the program constexpr.cpp

Based on the colors, you can see that (1) in the source code corresponds to line 35 in
the assembler instructions and (2) in the source code corresponds to lines 38—41 in
the assembler instructions. The call constexpr int i = gecd(11, 121); boils down
to the value 11, but the call int j = gcd(a, b); resultsin a function call.

If your function may not throw, declare it noexcept

By declaring a function as noexcept, you reduce the number of alternative control
paths; therefore, noexcept is a valuable hint to the optimizer. Even if your function can
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throw, noexcept often makes much sense. noexcept means in this case: I don’t care.
The reason may be that you have no way to react to an exception. Therefore, the only
way to deal with exceptions is to invoke std: : terminate(). This noexcept declaration
is also a piece of valuable information for the reader of your code.

The next function just crashes if it runs out of memory.

std::vector<std::string> collect(std::istream& is) noexcept {
std::vector<std::string> res;
for (std::string s; is >> s;) {
res.push_back(s);

}

return res;

The following types of functions should never throw: destructors (see the section
Failing Destructor in Chapter 5), swap functions, move operations, and default
constructors.

Prefer pure functions

Pure functions are functions that always return the same result when given the same
arguments. This property is also called referential transparency. Pure functions
behave like infinite big lookup tables.

The function template square is a pure function:

template<class T>
auto square(T t) {
return t * t;

Conversely, impure functions are functions such as random() or time(), which can
return a different result from call to call. To put it another way, functions that inter-
act with state outside the function body are impure.

Pure functions have a few very interesting properties. You should, therefore, pre-
fer pure functions, if possible.

Pure functions can

e Be tested in isolation

e Be verified or refactorized in isolation
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e Cache their result

e Automatically be reordered or be executed on other threads

Pure functions are also often called mathematical functions. Functions in C++ are
by default not pure such as in the pure functional programming language Haskell.
Using pure functions is based on the discipline of the programmer. constexpr func-
tions are pure when evaluated at compile time. Template metaprogramming is a pure
functional language embedded in the imperative language C++.

Chapter 13, Templates and Generic Programming, gives a concise introduction to
programming at compile time, including template metaprogramming.

Parameter passing: in and out

The C++ Core Guidelines have a few rules to express various ways to pass parameters
in and out of functions.

Prefer simple and conventional ways of passing
information

The first rule presents the big picture. First, it provides an overview of the various
ways to pass information in and out of a function (see Table 4.1).

Table 4.1 Normal parameter passing

Cheap to move or

Cheap to copy or moderate cost to move

impossible to copy | or don’t know Expensive to move
In

func(X) func(const X&)

In & retain “copy”
In/Out func (X&)
Out X func() | func (X&)

The table is very concise: The headings describe the characteristics of the data
regarding the cost of copying and moving. The rows indicate the direction of param-
eter passing.

e Kind of data

* Cheap to copy or impossible to copy: int or std: :unique_ptr


https://www.haskell.org/
https://en.cppreference.com/w/cpp/memory/unique_ptr

CHAPTER 4 FUNCTIONS

° Cheap to move: std: :vector<T>or std::string

* Moderate cost to move: std::array<std::vector> or BigPob (POD
stands for Plain Old Data—that is, a class without constructors, destruc-

tors, and virtual member functions.)

* Don’t know: template

* Expensive to move: BigPOD[] or std: :array<BigPOD>

e Direction of parameter passing

* In:input parameter

* In & retain “copy”: caller retains its copy

® QOut: output parameter

In/Out: parameter that is modified

A cheap operation is an operation with a few ints; moderate cost is about one thou-

sand bytes without memory allocation.

These normal parameter passing rules should be your first choice. However, there

are also advanced parameter passing rules (see Table 4.2). Essentially, the case with

the “in & move from” semantics was added.

Table 4.2 Advanced parameter passing

Cheap to copy or
impossible to copy

Cheap to move or

or don’t know

moderate cost to move

Expensive to move

In func(X) func(constX&)

In & retain “copy”

In & move from func(X&&)

In/Out func (X&)

Out X func() | func (X&)

After the “in & move from” call, the argument is in the so-called moved-from state.

Moved-from means that it is in a valid but not nearer specified state. Essentially, you

have to initialize the moved-from object before using it again.
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The remaining rules to parameter passing provide the necessary background
information for these tables.

For “in” parameters, pass cheaply-copied types by value
and others by reference to const

The rule is straightforward to follow. Input values should be copied by default if pos-
sible. When they cannot be cheaply copied, take them by const reference. The C++
Core Guidelines give a rule of thumb to the question, Which objects are cheap to
copy or expensive to copy?

* You should pass a parameter par by value if sizeof (par) < 3 * sizeof(void*).

* You should pass a parameter par by const reference if sizeof(par) > 3 *
sizeof(void*).

void fi(const std::string& s); // OK: pass by reference to const;
// always cheap

void f2(std::string s); // bad: potentially expensive
void f3(int x); // OK: unbeatable
void f4(const int& x); // bad: overhead on access in f4()

For “forward” parameters, pass by TP&& and only
std: : forward the parameter

This rule stands for a special input value. Sometimes you want to forward the param-
eter par. This means an Ivalue is copied and an rvalue is moved. Therefore, the const-
ness of an lvalue is ignored and the rvalueness of an rvalue is preserved.

The typical use case for forwarding parameters is a factory function that creates
an arbitrary object by invoking its constructor. You do not know if the arguments are
rvalues nor do you know how many arguments the constructor needs.

// forwarding.cpp

#include <string>



#include <utility>

template <typename T, typename ... T1>
T create(T1&& ... t1) {
return T(std::forward<T1>(t1)...);

struct MyType {
MyType(int, double, bool) {}
}

int main() {
// lvalue
int five=5;

int myFive= create<int>(five);

// rvalues
int myFive2= create<int>(5);

// no arguments
int myZero= create<int>();

/7 (1)

// three arguments; (lvalue, rvalue, rvalue)
MyType myType = create<MyType>(myZero, 5.5, true);
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The three dots (ellipsis) in the function create (1) denote a parameter pack. We call

a template using a parameter pack a variadic template.

Packing and unpacking of the parameter pack

When the ellipsis is on the left of the type parameter T1, the parameter pack

is packed; when on the right, it is unpacked. This unpacking in the return

statement T(std: : forward<T1>(t1)...) essentially means that the expression

std::forward<T1>(t1) is repeated until all arguments of the parameter pack

are consumed and a comma is put between each subexpression. For the curi-

ous, C++ Insights shows this unpacking process.
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The combination of forwarding together with variadic templates is the typical cre-
ation pattern in C++. Here is a possible implementation of std: :make_unique<T>.

template<typename T, typename... Args>
std::unique_ptr<T> make_unique(Args&&... args) {
return std::unique_ptr<T>(new T(std::forward<Args>(args)...));

}

std: :make_unique<T> creates a std::unique_ptr for T

F.17 For “in-out” parameters, pass by reference to non-const

The rule communicates its intention to the caller: This function modifies its
argument.

std::vector<int> myVec{1, 2, 3, 4, 5};

void modifyVector(std::vector<int>& vec) {
vec.push_back(6);
vec.insert(vec.end(), {7, 8, 9, 10});

For “out” output values, prefer return values to output
parameters

The rule is straightforward. Just return the value, but don’t use a const value because
it has no added value and interferes with move semantics. Maybe you think that cop-
ying a value is an expensive operation. Yes and no. Yes, you are right, but no, the
compiler applies RVO (Return Value Optimization) or NRVO (Named Return Value
Optimization). RVO means that the compiler is allowed to remove unnecessary copy
operations. What was a possible optimization step becomes in C++17 a guarantee.

MyType func() {
return MyType{}; // no copy with C++17

}
MyType myType = func(); // no copy with C++17


https://en.cppreference.com/w/cpp/memory/unique_ptr
https://en.cppreference.com/w/cpp/memory/unique_ptr
https://en.cppreference.com/w/cpp/memory/unique_ptr
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Two unnecessary copy operations can happen in these few lines, the first in the
return call and the second in the function call. With C++17, no copy operation
takes place. If the return value has a name, we call it NRVO. Maybe you guessed that.

MyType func() {
MyType myValue;
return myvalue; // one copy allowed

}
MyType myType = func(); // no copy with C++17

The subtle difference is that the compiler can still copy the value myvalue in the
return statement according to C++17. But no copy will take place in the function
call.

Often, a function has to return more than one value. Here, the rule F21 kicks in.

To return multiple “out” values, prefer returning a struct or
tuple

When you insert a value into a std: : set, overloads of the member function insert
return a std: :pair of an iterator to the inserted element and a bool set to true if the
insertion was successful. std::tie with C++11 or structured binding with C++17 are
two elegant ways to bind both values to a variable.

// returnPair.cpp; C++17
#include <iostream>
#include <set>
#include <tuple>
int main() {
std::cout << '"\n';
std::set<int> mySet;
std::set<int>::iterator iter;
bool inserted = false;
std::tie(iter, inserted) = mySet.insert(2011); // (1)

if (inserted) std::cout << "2011 was inserted successfully\n";

auto [iter2, inserted2] = mySet.insert(2017); // (2)

37


https://en.cppreference.com/w/cpp/utility/tuple/tie
https://en.cppreference.com/w/cpp/utility/tuple/tie
https://en.cppreference.com/w/cpp/language/structured_binding
https://en.cppreference.com/w/cpp/header/iostream
https://en.cppreference.com/w/cpp/io/cout
https://en.cppreference.com/w/cpp/utility/tuple/tie

38

PART I THE GUIDELINES

if (inserted2) std::cout << "2017 was inserted successfully\n";

std::cout << '\n';

Line (1) uses std: : tie to unpack the return value of insert into iter and inserted.
Line (2) uses structured binding to unpack the return value of insert into iter2 and
inserted2. std::tie needs, in contrast to structured binding, a predeclared varia-

ble. See Figure 4.2.

B x64 Native Tools Command Prompt for VS 2019

C:\Users\rainer>returnPair.exe

2011 was inserted suc
2017 was inserted succe

C:\Users\rainer>

fully
fully

Figure 4.2 Returning a std: :pair

Parameter passing: ownership semantics

The last section was about the flow of parameters: which parameters are input,
input/output, or output values. But there is more to arguments than the direction of
the flow. Passing parameters is about ownership semantics. This section presents five
typical ways to pass parameters: by copy, by pointer, by reference, by std: :unique_
ptr, or by std: :shared_ptr. Only the rules to smart pointers are inside this section.
The rule to pass by copy is part of the previous section Parameter Passing: In and

Out, and the rules to pointers and references are part of Chapter 3, Interfaces.

Table 4.3 provides the first overview.

Table 4.3 Ownership semantics of parameter passing

Example Ownership Rule
func(value) func is a single owner of the resource. F16
func(pointer®) func has borrowed the resource. I.11and E7

func(reference&)

func has borrowed the resource.

I.11and E7

func(std: :unique_ptr)

func is a single owner of the resource.

F.26

func(std: :shared_ptr)

func is a shared owner of the resource.

E27



http://isocpp.github.io/CppCoreGuidelines/CppCoreGuidelines#S-interfaces
https://en.cppreference.com/w/cpp/utility/tuple/tie
https://en.cppreference.com/w/cpp/utility/tuple/tie
https://en.cppreference.com/w/cpp/language/structured_binding
https://en.cppreference.com/w/cpp/language/structured_binding
https://en.cppreference.com/w/cpp/memory/unique_ptr
https://en.cppreference.com/w/cpp/memory/unique_ptr
https://en.cppreference.com/w/cpp/memory/shared_ptr
https://en.cppreference.com/w/cpp/utility/tuple/tie
https://en.cppreference.com/w/cpp/utility/tuple/tie

CHAPTER 4 FUNCTIONS

Here are more details:

® func(value): The function func has its own copy of the value and is its owner.

func automatically releases the resource.

func (pointer+): func has borrowed the resource and is, therefore, not author-
ized to delete the resource. func has to check before each usage that the pointer
is not a null pointer.

func (references&): func has borrowed the resource. In contrast to the pointer,
the reference always has a valid value.

func(std::unique_ptr): func is the new owner of the resource. The caller of
the func has explicitly transferred the ownership of the resource to the callee.
func automatically releases the resource.

func(std: :shared_ptr): func is an additional owner of the resource. func
extends the lifetime of the resource. At the end of func, func ends its ownership of
the resource. This end causes the release of the resource if func was the last owner.

Who is the owner?

It’s very important to indicate ownership clearly. Just imagine that your
program is written in legacy C++, and you have only a raw pointer at your
disposal to express the four kinds of ownership by pointer, by reference, by
std: :unique_ptr, or by std: :shared_ptr. The key question in legacy C++ is,
Who is the owner?

The following code snippet makes my point:

void func(double* ptr) {

double* ptr = new double[];
func(ptr);

The critical question is, Who is the owner of the resource? The callee of func
that uses the array, or the caller of the func that created the array? If func is the
owner, it has to release the resource. If not, func is not allowed to release the
resource. This condition is not satisfactory. If func does not release the
resource, a memory leak may happen. If func does release the resource, unde-
fined behavior may be the result.
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In consequence, ownership needs to be documented. Defining the contract
using the type system in modern C++ is a big step in the right direction to
eliminate this ambiguity in documentation.

Using std: :move on application level is not about moving. Using std: :move
on application level is about the transfer of ownership—for example, apply-
ing std: :move to a std: :unique_ptr transfers the ownership of the memory
to another std: :unique_ptr. The smart pointer uniquePtri is the original
owner, but uniquePtr2 becomes the new owner.

auto uniquePtrl = std::make_unique<int>(2011);
std::unique_ptr<int> uniquePtr2{ std::move(uniquePtril) };

Here are five variants of ownership semantics in practice.

1 // ownershipSemantic.cpp
2

3 #include <iostream>

4 #include <memory>

5 #include <utility>

class MyInt {
public:

© 00 N O

explicit MyInt(int val): myInt(val) {}
10 ~MyInt() noexcept {

11 std::cout << myInt << '\n';

12 3

13 private:

14 int myInt;

15 };

16

17 void funcCopy(MyInt myInt) {3}

18 void funcPtr(MyInt* myInt) {}

19 void funcRef(MyInt& myInt) {}

20 void funcUniqPtr(std::unique_ptr<MyInt> myInt) {}
21 void funcSharedPtr(std::shared_ptr<MyInt> myInt) {}
22

23 int main() {

24

25 std::cout << '\n';

26

27 std::cout << "=== Begin" << '\n';

28

29 MyInt myInt{19983};


https://en.cppreference.com/w/cpp/memory/unique_ptr
https://en.cppreference.com/w/cpp/memory/unique_ptr
https://en.cppreference.com/w/cpp/memory/unique_ptr
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https://en.cppreference.com/w/cpp/utility/move
https://en.cppreference.com/w/cpp/header/iostream
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30 MyInt* myIntPtr = &myInt;

31 MyInt& myIntRef = myInt;

32 auto unigPtr = std::make_unique<MyInt>(2011);
33 auto sharedPtr = std::make_shared<MyInt>(2014);
34

35 funcCopy(myInt);
36 funcPtr(myIntPtr);

37 funcRef(myIntRef);

38 funcUnigPtr(std: :move(uniqgPtr));
39 funcSharedPtr (sharedPtr);

40

41 std::cout << "==== End" << '\n';
42

43 std::cout << '\n';

44

45 }

The type MyInt displays in its destructor (lines 10-12) the value of myInt (line 14).
The five functions in the lines 17-21 implement each of the ownership semantics.
The lines 2933 have the corresponding values. See Figure 4.3.

rainer : bash — Ko

File Edit View Bookmarks Settings Help
rainer@seminar:~> ownershipSemantic o

=== Begin
1998

2011

=== End

2014
1998
rainer@seminar:~> [J

[>] rainer : bash

Figure 4.3 The five ownership semantics

The screenshot shows that two destructors are called before and two destructors are
called at the end of the main function. The destructors of the copied myInt (line 35)
and the moved uniquePtr (line 38) are called before the end of main. In both cases,
funcCopy or funcUnigPtr becomes the owner of the resource. The lifetime of the
functions ends before the lifetime of main. This end of the lifetime does not hold for
the original myInt (line 29) and the sharedPtr (line 33). Their lifetime ends with
main, and therefore, the destructor is called at the end of the main function.
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Value return semantics

The seven rules in this section are in accordance with the previously mentioned rule
“F.20: For ‘out’ output values, prefer return values to output parameters.” The rules
of this section are, in particular, about special use cases and don’ts.

When to return a pointer (T*) or an lvalue reference (T&)

As we know from the last section (Parameter Passing: Ownership Semantics),
a pointer or a reference should never transfer ownership.

Return a T* to indicate a position (only)

A pointer should indicate only a position. This is exactly what the function find
does.

Node* find(Node* t, const string& s) {
if (!t || t->name == s) return t;
if ((auto p = find(t->left, s))) return p;
if ((auto p = find(t->right, s))) return p;
return nullptr;

The pointer indicates that the Node is holding the position of s.

Return a T& when copy is undesirable and “returning no
object” isn't needed

When return no object is not an option, using a reference instead of a pointer comes
into play.

Sometimes you want to chain operations without unnecessary copying and
destruction of temporaries. Typical use cases are input and output streams or assign-
ment operators (“F47: Return T& from assignment operators”). What is the subtle
difference between returning by T& or returning by T in the following code snippet?

A& operator = (const A& rhs) { ... };
A operator = (const A& rhs) { ... };


https://isocpp.github.io/CppCoreGuidelines/CppCoreGuidelines#Rf-assignment-op
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A = al, a2, a3;
al = a2 = a3;

The copy assignment operator returning a copy (A) triggers the creation of two addi-
tional temporary objects of type A.

A reference to a local
Returning a reference (pointer) to a local is undefined behavior.

Undefined behavior essentially means this: Don’t make any assumptions about
your program. Fix undefined behavior. The program lambdaFunctionCapture.cpp
returns a reference to a local.

// lambdaFunctionCapture.cpp

#include <functional>
#include <iostream>
#include <string>

auto makeLambda() {
const std::string val = "on stack created";
return [&val]{return val;}; // (2)

int main() {

auto bad = makeLambda(); // (1)
std::cout << bad(); // (3)

The main function calls the function makeLambda() (1). The function returns a
lambda expression, which has a reference to the local variable val (2).

The call bad() (3) causes the undefined behavior because the lambda expression
uses a reference to the local val. As local, its lifetime ends with the scope of
makeLambda().

Executing the program gives unpredictable results. Sometimes I get the entire
string, sometimes a part of the string, or sometimes just the value 0. As an example,
here are two runs of the program.

In the first run, arbitrary characters are displayed until the string terminating
symbol (\0) ends it (see Figure 4.4).
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Figure 4.4 Displaying arbitrary characters

In the second run, the program causes a core dump (see Figure 4.5).
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Figure 4.5 Causing a core dump
J.
Don't return a T&&
and
. L)
Don't return std: :move(local)

Both rules are very rigorous.
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T&&
You should not use a T&& as a return type. Here is a small example to demonstrate the
issue.

// returnRvalueReference.cpp

int&& returnRvalueReference() {
return int{};

int main() {

auto myInt = returnRvalueReference();

When compiled, the GCCcompiler complains immediately about a reference to a
temporary (see Figure 4.6). To be precise, the lifetime of the temporary ends with the
end of the full expression auto myInt = returnRvalueReference();.

File Edit View Bookmarks Settings Help

rainer@linux:~> g++-6 -std=c++14 returnRvalueReference.cpp -o returnRvalueReference

returnRvalueReference.cpp: In function ‘int&& returnRvalueReference()’:

returnRvalueReference.cpp:4:16: warning: returning reference to temporary [-Wreturn-local-addr]
return int{};

3

ratner@linux:~> J§

. rainer : bash

Figure 4.6 Returning a reference to a temporary

std: :move(local)

Thanks to copy elision with RVO and NRVO, using return std: :move(local) is not an
optimization but a pessimization. Pessimization means that your program may become
slower.

int is the return type for main()

According to the C++ standard, there are two variations of the main function:

int main() { ... }
int main(int argc, char** argv) { ... }
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The second version is equivalent to int main(int argc, char* argv[]) { ... }.

The main function does not need a return statement. If control reaches the end
of the main function without encountering a return statement, the effect is that of
executing return 0;. return 0 stands for the successful execution of the program.

Other functions

The rules in this section advise on when to use lambdas and compare va_arg with
fold expressions.

Lambdas

Use a lambda when a function won’t do (to capture local
variables, or to write a local function)

This rule states the use case for lambdas. This immediately raises the question, When
do you have to use a lambda or a function? Here are two obvious reasons.

1. If your callable has to capture local variables or is declared in a local scope, you
have to use a lambda function.

2. If your callable should support overloading, use a function.

Now I want to present my crucial arguments for lambdas that are often ignored.

Expressiveness

“Explicit is better than implicit.” This meta-rule from Python (PEP 20—The Zen of
Python) also applies to C++. It means that your code should explicitly express its
intent (see rule “P.1: Express ideas directly in code”). Of course, this holds true in
particular for lambdas.

std::vector<std::string> myStrVec = {"523345", "4336893456", "7234",
"564", "199", "433", "2435345"};

std::sort(myStrVvec.begin(), myStrVec.end(),

[J(const std::string& f, const std::string& s) {
return f.size() < s.size();

)i
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Compare this lambda with the function lessLength, which is subsequently used.

std::vector<std::string> myStrVec = {"523345", "4336893456", "7234",
"564", "199", "433", "2435345"};

bool lessLength(const std::string& f, const std::string& s) {
return f.size() < s.size();

std::sort(myStrVec.begin(), myStrVec.end(), lessLength);

Both the lambda and the function provide the same order predicate for the sort algo-
rithm. Imagine that your coworker named the function foo. This means you have no
idea what the function is supposed to do. As a consequence, you have to document
the function.

// sorts the vector ascending, based on the length of its strings
std::sort(myStrVec.begin(), myStrVec.end(), foo);

Further, you have to hope that your coworker did it right. If you don’t trust them, you
have to analyze the implementation. Maybe that’s not possible because you have the
declaration of the function. With a lambda, your coworker cannot fool you. The
code is the truth. Let me put it more provocatively: Your code should be so expressive
that it does not require documentation.

Expressiveness versus don’t repeat yourself (DRY)

The design rule to write expressive code with lambdas often contradicts
another important design rule: Don’t repeat yourself (DRY). DRY means that
you should not write the same code more than once. Making a reusable unit
such as a function and giving it a self-explanatory name is the appropriate cure
for DRY. In the end, you have to decide in the concrete case if you rate expres-
siveness higher than DRY.

Prefer capturing by reference in lambdas that will be used
locally, including passed to algorithms

and
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Avoid capturing by reference in lambdas that will be used
nonlocally, including returned, stored on the heap, or
passed to another thread

Both rules are strongly related, and they boil down to the following observation: A

lambda should operate only on valid data. When the lambda captures the data by copy,

the data is by definition valid. When the lambda captures data by reference, the lifetime

of the data must outlive the lifetime of the lambda. The previous example with a

reference to a local showed different results of a lambda referring to invalid data.
Sometimes the issue is not so easy to catch.

int main() {
std::string str{"C++11"};

std::thread thr([&str]{ std::cout << str << '\n'; });
thr.detach();

}

Okay, I hear you say, “That is easy.” The lambda expression used in the created thread
thr captures the variable str by reference. Afterward, thr is detached from the life-
time of its creator, which is the main thread. Therefore, there is no guarantee that the
created thread thr uses a valid string str because the lifetime of str is bound to the
lifetime of the main thread. Here is a straightforward way to fix the issue. Capture
str by copy:

int main() {
std::string str{"C++11"};

std::thread thr([str]{ std::cout << str << '\n'; });
thr.detach();

}

Problem solved? No! The crucial question is, Who is the owner of std::cout?
std::cout’s lifetime is bound to the lifetime of the process. This means that the
thread thr may be gone before std: :cout prints C++11 onscreen. The way to fix this
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problem is to join the thread thr. In this case, the creator waits until the created is
done, and therefore, capturing by reference is also fine.

int main() {
std::string str{"C++11"};

std::thread thr([&str]{ std::cout << str << '\n'; });
thr.join();

Where there is a choice, prefer default arguments over
overloading

If you need to invoke a function with a different number of arguments, prefer default
arguments over overloading if possible. Therefore, you follow the DRY principle
(don’t repeat yourself).

void print(const string& s, format f = {});
The equivalent functionality with overloading requires two functions:

void print(const string& s); // use default format
void print(const string& s, format f);

Don't use va_arg arguments

The title of this rule is too short. Use variadic templates instead of va_arg argu-
ments when your function should accept an arbitrary number of arguments.
Variadic functions are functions such as std: :printf that can take an arbitrary
number of arguments. The issue is that you have to assume that the correct types
were passed. Of course, this assumption is very error prone and relies on the disci-
pline of the programmer.
To understand the implicit danger of variadic functions, here is a small example.
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// vararg.cpp

#include <iostream>
#include <cstdarg>

int sum(int num, ... ) {

int

sum = 0;

va_list argPointer;

va_start(argPointer, num );
for( int 1 = 0; 1 < num; i++ )

sum += va_arg(argPointer, int );

va_end(argPointer);

return sum;

int main() {

std:
std:
std:

std:

rcout <<
rcout <<
rcout <<
<<
rcout <<
<<

"sum(1, 5): " << sum(1, 5) << '\n';

"sum(3, 1, 2, 3): " << sum(3, 1, 2, 3) << '\n';
"sum(3, 1, 2, 3, 4): "

sum(3, 1, 2, 3, 4) << '\n'; // (1)

"sum(3, 1, 2, 3.5): "

sum(3, 1, 2, 3.5) << '\n'; /7 (2)

sum is a variadic function. Its first argument is the number of arguments that should

be summed up. The following background information about va_arg macros helps

with understanding the code.

va_list: holds the necessary information for the following macros

va_start: enables access to the variadic function arguments

va_arg: accesses the next variadic function argument

va_end: ends the access of the variadic function arguments

For more information, read cppreference.com about variadic functions.

In (1) and (2), I had a bad day. First, the number of the arguments num is wrong;
second, I provided a double instead of an int. The output shows both issues. The
last element in (1) is missing, and the double is interpreted as int (2). See Figure 4.7.
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# rainer: bash — Konsole v

File Edit View Bookmarks >
rainer@seminar:~> vararg ~
sum(l; 5): 5

sum{3, 1, 2, 3): 6

sum(3, 1, 2, 3, 4): 6
sum(3, 1, 2, 3.5): 539767595
rainer@seminar:~> |

B rainer: bash

Figure 4.7 Summation with va_arg

These issues can be easily overcome with fold expressions in C++17. In contrast
to va_args, fold expressions automatically deduce the number and the type of their
arguments.

// foldExpressions.cpp

#include <iostream>

template<class ... Args>
auto sum(Args ... args) {

return (... + args);
}

int main() {

std::cout << "sum(5): " << sum(5) << '\n';

std::cout << "sum(1, 2, 3): " << sum(1, 2, 3) << '\n’';
std::cout << "sum(1, 2, 3, 4): " << sum(1, 2, 3, 4) << '\n';
std::cout << "sum(1, 2, 3.5): " << sum(1, 2, 3.5) << '\n';

The function sum may look scary to you. It requires at least one argument and uses
C++11 variadic templates. These are templates that can accept an arbitrary number
of arguments. The arbitrary number is held by a so-called parameter pack denoted
by an ellipsis (. . .). Additionally, with C++17, you can directly reduce a parameter
pack with a binary operator. This addition, based on variadic templates, is called
fold expressions. In the case of the sum function, the binary + operator (. ..+ args)
is applied. If you want to know more about fold expressions in C++17, details are at
hetps://www.modernescpp.com/index.php/fold-expressions.
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The output of the program is as expected (see Figure 4.8).

File Edit View Bookmarks Settings Help
rainer@seminar:~> foldExpressions A
sum(5): 5

sum(1l, 2, 3): 6

sum(1l, 2, 3, 4): 10

sum(1l, 2, 3.5): 6.5

rainer@seminar:~> [ [

rainer : bash — Konsole

rainer : bash

Figure 4.8 Summation with fold expressions

Related rules

An additional rule to lambdas is in Chapter 8, Expressions and Statements: “ES.28:

Use lambdas for complex initialization, especially of const variables.”

I skipped the C++20 feature std: : span in this chapter and provided basic infor-

mation on std: :span in Chapter 7, Resource Management.

Distilled

Important

A function should perform one operation, be short and simple, and have a
carefully chosen name.

Make functions that could run at compile-time constexpr.
Make your functions pure if possible.

Distinguish between the in, in/out, and out parameters of a function. Use
passing by value or by const reference for in, use passing by reference for
in/out, and use passing by value for the out parameter.

Passing parameters to functions is a question of ownership semantics.
Passing by value makes the function an independent owner of the resource.
Passing by pointer or reference means the function only borrows the
resource. A std::unique_ptr transfers the ownership to the function.
std: :shared_ptr makes the function a shared owner.

Use variadic templates instead of va_arg arguments when your function
should accept an arbitrary number of arguments.
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literal type, 224
LoadLoad, 276

local names, 169170
local objects, 140, 141, 287. See also objects
lock-free programming, 273-276
lock_guard, 264-266
locks
concurrency, 246-250
mutexes, 264
std::lock_guard, 264-266
std::unique_lock, 264-266
logical constness, 295
logical structure, expressing, 394
lookups, 126, 314, 315
loops, 199, 200
raw, 201
recursion versus, 360
lost wakeups, 255, 256
Ivalue references, 42-46

M

macros
enumerations over, 132-133
statements, 184-185
magic constants, 190
malloc, 145-146
management
automatic management of devices, 435,
449
automatic memory management, 398
memory, 398, 405
resources, 139-140. See also resource
management
Martin, Robert C., 100
mathematical functions, 32. See also pure
functions
member functions, 56
boundary-checking, 403—404
compiler errors, 332
const, 294-296
hiding, 174
reserve, 399
shadowing, 112
virtual member function templates,
331-332
members
accessing specifiers for data, 1035
declaring, 74
dependencies between special functions, 61
initializing, 74-76,75
ISP (interface segregation principle), 100



minimizing exposure, 58
non-dependent class template, 323-325
nonpublic, 58
parameters, 321-322
pointers, 85
variables, 75
memory
accessing, 225-229
allocation, 147, 246
automatic memory management, 398
leaks, 287
management, 398, 405
models, 242
ROM (readonly memory), 29
saving, 126
sequence containers, 229
messages
as exceptions and values, 271
passing, 269-273
messy code, 12,13
metadata, templates, 341
metafunctions, templates, 342-345
metaprogramming, 336-356
constexpr function, 358
templates, 351
meta-rules. See philosophical rules
Metaware compiler, 338
Meyers singleton, 217
Microsoft Visual Studio Compiler, 30
minimizing
context dependencies, 320-321
context switching, 261
thread creation/destruction, 261-263
time locking mutexes, 264
models, memory, 242
modification versus new value, 359
most vexing parse, 177, 179
move(local) function, 45-46
moving
classes, 7883
semantics, 80-83
std::unique_ptr, 153
MSVC compiler, 172
multiple inheritance, 107, 111
multiple mutexes, acquiring, 247-248
multi-threaded programs, 232-234
mutable data, 12
mutexes
acquiring, 247-248
locks, 264
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MyGuard, 265
myths, 427436

N

naked unions, 127-128
Named Return Value Optimization. See
NRVO (Named Return Value
Optimization)
names
ALL_CAPS, 170-171
casts, 198
common names, 169-170
conventions, 342
declarations, 168—-169, 171
expressions, 168—185
functions, 28-29
local names, 169170
mangling, 380
operations, 362-364
redundancy, 171-172
reusing names, 172-175
similar names, 170
statements, 168—185
templates, 314-319
namespaces, 57
defining overloaded operators, 125-126
source code, 391-395
narrowing conversion, 180—182
negative values, 206208
nested scopes, reusing names, 172-175
NNM (No Naked Mutex), 246
NNN (No Naked New), 147, 246
noexcept, 30, 31,79, 95
destructors, 88
function definition, 88
noexcept function, 30-31, 88
no exception safety, 280
no-leak guarantee, 280
No Naked Mutex. See NNM (No Naked
Mutex)
No Naked New. See NNN (No Naked New)
non-const data members, 107
non-const global variables, 16-17
non-dependent class template members,
323-325
nongeneric code, writing, 365-367
nonmember functions, 118—122
nonpublic members, 58
nonrules, 427-436
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nonvirtual, destructors, 87
normal parameter passing, 32
no-throw guarantees, 280
notifications
sending, 272-273
with tasks, 273
NRVO (Named Return Value Optimization),
36,37
NULL, 192
nullptr, 191-193, 192-193. See also pointers

@)

objects
accessing, 114-117
constructors creating, 67
creating, 145
defining, 297-298, 385-386
direct ownership, 286-287
function objects. See function objects
immutable data and, 294
initializing, 175-176
life cycles of, 59
lifetimes, 142
local, 140, 141
moving, 80
scoped, 143—144
ODR (One Definition Rule), 385
One Definition Rule. See ODR (One
Definition Rule)
operands, defining overloaded operators,
125-126
operations
cheap, 33
equivalent, 124-125
naming, 362-364
naming functions, 28-29
passing to algorithms, 305-307
reordering, 276
operators
ADL (argument-dependent lookup), 126
conventional usage, 118-126
copy-assignment, 221, 222
defining, 125-126
equality, 94-96, 97-98
implicit conversion, 122124
overloading, 117-126
precedence, 187
symmetric, 118-122

optimization, 17
code, 167
design, 219-222
enabling, 218-229
type-traits library, 354-356
wrong, 214
order of evaluation, expressions, 194-195
out_of_range, 190, 403
out parameter, 52
output parameters, 36—37
out values, 37-38
overflow, 208
overloading, 49
ADL (argument-dependent lookup), 126
classes, 111
conventional usage, 118-126
defining operators, 125-126
functions, 379
function templates, 369-370
implicit conversion operators, 122-124
operators, 117-126
override, 102
ownership
direct, 286-287
pointers/references, 143, 442443
semantics, 38—41
sharing, 164, 258-261
std::shared_ptr, 151-153
std::unique_ptr, 150-151
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packing parameters, 35
parallelism, concurrency and, 232, 266-269
parameters

in, 34

forward, 34-36

functions, 156-159

in-out, 36

members, 321-322

normal parameter passing, 32

out, 52

output, 36-37

ownership semantics, 38—41

packs, 35, 51, 335, 336

passing, 32-38

value return semantics, 42—46
Parent, Sean, 167
parentheses (), 187



passing
messages, 269-273
pointers, 297
references, 297
passing parameters, 32-38
normal parameter passing, 32
ownership semantics, 38—41
value return semantics, 42—46
perfect forwarding, 333-335
performance, 213
enabling optimization, 218-229
function objects, 307
measurements, 214
Meyers singleton, 217
wrong assumptions, 214-218
wrong optimizations, 214
philosophical rules, 7
compile-time checking, 10
expressing ideas in code, 8
expressing intent, 9
immutable data, 12
messy code, 12, 13
resource leaks, 11
run-time checking, 11
run-time errors, 11
saving space and time, 11-12
statically type safe programs, 10
supporting tools, 13
support libraries, 13
writing in ISO standard C++, 8-9
physical constness, 295
Pikus, Fedor, 274
Plain Old Data. See POD (Plain Old Data)
Plmpl idiom, 23-24, 109
POD (Plain Old Data), 33
pointers, 42-46, 84
assigning, 117
dereferencing, 191-193, 194
dynamic-cast, 114, 115, 116
expressions, 187-190, 191-193
members, 85
null, 191-193
passing, 162-164, 297
Plmpl idiom, 23-24, 109
raw, 85, 140, 143
rules, 191
single, 22-23
smart, 150-164
policy execution, 266, 267
polymorphic classes, 81-83, 103
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portably enforceable, definition of, 437

POSIX Threads, 256

postconditions, 15

power as function/metafunction, 345

pragma once, 388

preconditions, 15

predicates, condition variables without, 257

predictability, 225-229

Preshing, Jeff, 276

primary type categories, 346-349

principle of least astonishment, 118

printf function, 413-414

profiles, 437439
Pro.boundsBounds safety, 439
Pro.lifetimeLifetime safety, 439
Pro.typeType safety, 438

programming
C-style, 375. See also C-style programming
generic. See generic programming
metaprogramming, 336-356, 351, 358. See

also metaprogramming

programs
multi-threaded, 232-234
statically type safe, 10

property types, 348-349

protected data, 106-107, 436

protected destructors, 87

public destructors, 86-87

pure functions, 31-32. See also functions

purpose-designed user-defined types, 283-285

Q

quality of code, 167

R

race conditions, 253

RAII (Resource Acquisition Is Initialization),
140-142, 246, 264, 287, 288, 289

range checking, 190-191

ranges, expressing, 305

raw loops, 201

raw pointers, 85, 140, 143

raw references, 143

read-only memory. See ROM (read-only
memory)

recursion versus loop, 360

redundancy, naming, 171-172

refactoring, 17, 29
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references, 84, 140
catching exceptions, 285-286
dynamic-cast, 114, 115, 116
lambdas, 47, 48—49
to locals, 42—44
Ivalue, 4246
passing, 297
raw, 143
SemiRegular type, 315
universal, 334
referential transparency, 31
Regular, 313-314
regular types, 58, 59
relations, enabling, 243
relaxed semantics, 275
reordering operations, 276
repetition of code, 291
reserve function, 399
Resource Acquisition Is Initialization.
See RAII (Resource Acquisition Is
Initialization)
resource management, 139-140
allocation, 145-150
deallocation, 145-150
general rules, 140-144
smart pointers, 150-164
resources
concurrency, 261-264
leaks, 11
ownership of, 39
return-statements in functions, 428—429

Return Value Optimization. See RVO (Return

Value Optimization)
return values
metafunctions, 343
simulations, 361
reusing
expressing reusable parts as libraries,
424-425
operations, 362-364
ROM (read-only memory), 29
rule of five, 61, 83, 84, 89
rule of six, 61
rule of zero, 60
rules
arithmetic, 204
class hierarchies, 99—101
configuring applied, 449
enforcing, 447-452

expressions, 166—168
interfaces, 20-22
NNN (No Naked New), 147
ODR (One Definition Rule), 385
passing parameters, 32—38
philosophical, 7. See also philosophical
rules
pointers, 191
resource management, 140—144
statements, 166—168
summary, 54-58
templates, 362372
user-defined types, 53
running code analysis, 449
run time
calculating at, 343
checking, 10, 11
constant expression in ROM, 29-30
errors, 11
gcd algorithms, 223-225
RVO (Return Value Optimization), 36, 37

S

safety
basic exception, 280
bounds, 439
exceptions, 280
lifetimes, 439
types, 438
scoped enums, 131, 135, 137
scoped objects, 143-144
scopes
block, 166
global, 176
limiting, 168-169
reusing names, 172—-175
sizes, 168
selection statements, 201-204
self-assignment, 79-80
semantics
acquire-release, 218
catch-fire, 9
copy, 65
copying, 80—83
copy-only type, 221
lifetime, 157-159
moving, 80-83
ownership, 38—41



relaxed, 275
summary rules, 54-58
value return, 42-46
SemiRegular, 313-314
sequence containers, 229
sequential consistency, 218, 243,274,275
setters, 106
SFINAE (Substitution Failure Is Not An
Error), 320, 352
shadowing, 111-113
shallow copying, 80. See also copying
sharing ownership, 258-261
signed/unsigned integers, 204208
SIMD (Single Instruction, Multiple Data), 267
similar names, 170. See also naming
simulations, return values, 361
single-argument constructors, 72-74
Single Instruction, Multiple Data. See SIMD
(Single Instruction, Multiple Data)
single pointers, 22-23
single return-statements in functions,
428-429
single-threaded case, 218
singletons, 17-18
six, rule of, 61
sizes
of C-arrays, 402
of chars with C++ compilers, 377
of enumerators, 136
of scopes, 168
of threads, 261
of vectors, 399, 400
slicing, 81
smart pointers, 150-164
aliases, 162-164
cycles of, 154
as function parameters, 156
lifetime semantics of, 157—159
sharing ownership, 261
std::unique_ptr, 160-162
software units, 281
source code
availability of, 376-377
entire code not available, 378-380
namespaces, 391-395
source files, 383, 384
cyclic dependencies, 388-390
implementation, 384-391
interfaces, 384-391
span, 10, 23, 52, 101
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special constructors, 76-78
specialization,
function templates, 367-372
templates, 360
special member functions, 61
specifications, exceptions, 287288
spurious wakeups, 256
stability, code, 423
Standard Template Library. See STL (Standard
Template Library)
state, function objects, 308-310
statements, 165-166, 199. See also declarations
defaults, 202-204
definitions of, 166
expressions, 148—150
for-statements, 168—169
general rules, 166-168
initializing variables, 175-184
iteration, 199-201
macros, 184-185
naming, 168185
return-statements in functions, 428—429
selection, 201-204
switch, 201-202
statically type safe programs, 10
static_assert declarations, 10
static type systems, 222223
std::forward, 144, 198, 226, 334
std::make_unique, 36, 148, 153, 334, 335
std::shared_ptr, 140, 151-153
std::unique_ptr, 140, 146-147, 150-151
moving, 152
smart pointers, 160—-162
std::weak_ptr, 140, 154-156
STL (Standard Template Library), 8, 21, 303,
397
algorithms, 8, 12, 266
containers, 23, 60, 398—404
expressions, 166
I/O (input/output), 411418
RAII (Resource Acquisition Is
Initialization), 140—142
strings, 410
text, 404411
streams
state, 411-413
synchronization, 414415
strings
accessing nonexisting element of, 404
format, 413414
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owning character sequences, 405—406
STL (Standard Template Library), 410
string_view, referring to character sequences,
407-408
strong exception safety, 280
strongly typed enums, 131
Stroustrup, Bjarne, 169
struct, 55
case-sensitivity, 363
class versus, 54
structures, organizing data into, 54-55
Substitution Failure Is Not An Error. See
SFINAE (Substitution Failure Is Not
An Error)
suffixes, .cpp, 384
summary rules, 54-58
summation
with fold expressions, 51
with va_arg, 51
support
C-arrays, 403—404
libraries, 13
tools, 13
Sutter, Herb, 274, 276
swap function, 92-94
switch statements, 201-202
symbolic constants, 190
symmetric operators, 118-122
synchronization, 255
streams, 414—415
volatile for, 238
sync_with_stdio, 404, 415

T

tagged unions, 128-129
tasks
condition variables versus, 272
notifications with, 273
versus threads, 237-238
Technical Report on C++ Performance, 430
templates, 301, 302
aliases, 310, 311
applying, 302-305
argument deduction, 313
arguments, 359
constant expressions, 356362
defining, 320-330

faking concepts, 319-320
function objects. See function objects
functions, 311-313
function template specialization, 367-372
generic code, 10
hierarchies, 330-332
implementations with specializations,
325-330
instantiation, 338
interfaces, 305-320
metadata, 341
metafunctions, 342-345
metaprogramming, 336-356, 351. See also
metaprogramming
naming, 314-319
parameter packs, 35, 51, 335, 336
Regular type, 313-314
rules, 362-372
specialization, 360
STL (Standard Template Library), 8
variadic, 332-336
virtual member function, 331-332
terminate, 88, 251, 252, 287
termination characters, 405, 406
testability, 16
text
STL (Standard Template Library), 404411
types of, 405
threads
concurrency, 250-257
creation/destruction, 261-263
detaching, 253
as global containers, 250-251
joining, 250
passing data to, 257-258
POSIX Threads, 256
sharing ownership, 258-261
sizes of, 261
std::jthread, 251-253
versus tasks, 237-238
ThreadSanitizer, 239-241
throwing exceptions, 68
direct ownership, 286-287
troubleshooting, 288-291
throwing functions, 30-31. See also functions
tools, 238
clang-tidy, 450-452
CppMem, 241-245



supporting, 13

ThreadSanitizer, 239-241
transform_exclusive_scan algorithm, 269
transform_reduce, 21, 22
transparency, referential, 31
troubleshooting throwing exceptions,

288-291

two-phase initializations, 431-433
typedef, defining aliases, 311
types

automatic type deduction, 179

built-in, 283-285, 294

categories, 346—-349

concrete, 58—59

copy-only, 221

fundamental, 176, 181

literal, 224

manipulation at compile time, 340-341

modifying, 351-352

properties, 348-349

purpose-designed user-defined, 283-285

regular, 58, 59

Regular, 313-314

return, 103, 104

safety, 438

SemiRegular, 313-314

static type systems, 222223

of text, 405

underlying, 135

unsigned, 205

user-defined, 357-358
type-traits library, 345-346

comparisons, 349-351

correctness, 353-354

metaprogramming, 351

modifying types, 351-352

optimization, 354-356

type categories, 346—-349

U

Uncle Bob, 100

undefined behaviors, 9, 22, 42, 63
core dumps, 146
C-strings, 405
data races, 234-235
naked unions, 127
order of evaluation, 194-195
printf function, 414
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underflow, 208. See also overflow
underlying types, 135
unions, 126—129
anonymous, 128—-129
discriminated, 126
naked, 127
saving memory, 126—128
tagged, 128-129
unique_lock, 264-266
unit tests, 18
universal references, 334
unknown code, calling, 249-250
unnamed enumerations, 134—135
unnamed lambdas, 364365
unnamed namespaces, 394
unpacking parameters, 35
Unruh, Erwin, 337, 338
unsigned/signed integers, 204-208
unspecified behavior, 196
use-before-set error, 177
user-defined types
constant expressions, 357-358
rules, 53
using
defining aliases, 311
namespaces, 393-394
utilities. See libraries; tools

A%

va_arg arguments, 49-52
value return semantics, 42—46
values
declaring variables, 176-177
enumerations. See enumerations
enumerator, 136
negative, 206-208
out, 37-38
return, 343
sending, 270-271
Van Eerd, Tony, 274
variables
categories of, 235
condition, 254-257. See also condition
variables
constant expressions, 356
declaring, 57
global, 16-17. See also global variables
initializing, 175-184, 176
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introducing, 176
member, 74
mutable, 296
naming, 169-170
purposes of, 182-183
variadic templates, 332-336
vector, 398—400, 402—403
vectorization, 267
vectors, size of, 399, 400
views, 441442
virtual, 82,223, 331, 357
virtual clone member function, 105
virtual destructors, 86—-87
virtual functions, 102
calling, 91-98
clone, 105
default arguments, 113-114
reasons for, 105
virtuality, 102-105
virtual member function templates,
331-332
visibility, modifying, 175
Visual Studio
casts, 197
enforcing C++ Core Guidelines,
448-450
volatile for synchronization, 238

W

wakeups

lost, 255

spurious, 256
warnings with C compilers, 376
while loops, 199, 200
Williams, Anthony, 274, 276
Windows systems

creation of threads, 262

flushing, 418

size of threads, 261
writing

code, 223

in ISO standard C++, 8-9

nongeneric code, 365-367
wrong assumptions, 214-218
wrong optimizations, 214

Y

YAGNI (you aren’t gonna need it), 424

Z

The Zen of Python, 198, 364, 365
zero. See also arithmetic

dividing by, 210

rule of, 60
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