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Foreword by Ben Fathi

When I arrived at VMware in early 2012, I was given the charter to deliver the next gen-
eration of vSphere, our flagship product. It was a humbling experience, but exhilarating 
at the same time. A few months into the role, I welcomed our storage group to the team, 
and I had the honor of working closely with a dedicated team of engineers. I saw that they 
were building something very unique—what I believe will be a significant turning point 
in the history of storage.

We set out to build a distributed fault tolerant storage system optimized for virtual 
environments. Our goal was to build a product that had all the qualities of shared stor-
age (resilience, performance, scalability, and so on) but running on standard x86 servers 
with no specialized hardware or software to maintain. Just plug in disks and SSDs, and 
vSphere takes care of the rest. Add to that a policy-based management framework and you 
have a new operational model, one that drastically simplifies storage management.

There were problems aplenty, as is usual in all long-term software projects: long nights, 
low morale, competing priorities, and shifting schedules. Through it all, the team per-
severed. We hit a particularly painful point in June 2013. We were getting ready to 
ship vSphere 5.5, and I had to be the one to tell the team that they weren’t ready to ship 
VSAN. Instead, they would have to go through a broad public beta and much more rigor-
ous testing before we could call the product “customer-ready.”

The stakes were far too high, particularly because this was VMware’s first foray into 
 software-defined storage and a key part of our software-defined data center vision.

They were disappointed, of course, not to be showcased up on stage at VMworld, but 
still they persevered. I think we took the right course. Six months and 12,000 beta testers 
later, Virtual SAN was ready: It’s robust, proven, and ready for action. VSAN can scale 
from a modest three-node configuration in a branch office to a multi-petabyte, mega-
IOPS monster capable of handling all enterprise storage needs.

The team has delivered something truly unique in the industry: a fully distributed stor-
age architecture that’s seamlessly integrated into the hypervisor.

VSAN isn’t bolted on, it’s built in.

Much has already been written about VSAN and how it brings something completely new 
to the storage world. This book, however, is different. Duncan and Cormac have worked 
closely with the development team all throughout the project. Not only are they inti-
mately familiar with the VSAN architecture, but they’ve also deployed and managed it at 
scale. You’re in good hands.

Ben Fathi
CTO, VMware
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Foreword by Charles Fan

Earlier this year, I had the pleasure of sitting in a session by Clayton Christensen. His 
seminal work, Innovator’s Dilemma, was one of my favorite business readings, and it was an 
awesome experience to hear Clayton in person. For the whole session, I had this surreal 
feeling that there were no other people in the room, just Clayton and me, and we were 
discussing Virtual SAN (VSAN).

The topic of the discussion? Is VSAN a disruptive innovation or a sustaining innovation?

As they were defined in Clayton’s book, sustaining innovations are the technologi-
cal advances that make things better, faster, more powerful to answer to the increasing 
demand from customers. Sustaining innovations do not require any change in the busi-
ness model, business process, or target customers. This is how big companies become 
bigger. Given their resources and customer relationships, they almost always win against 
smaller companies when it comes to sustaining innovation.

However, there will be times that the technology advances outpace the growth of cus-
tomer demand. At this time, the innovation comes from the bottom. Those innovations 
will offer a different way of getting things done, which may not deliver the same level of 
feature and performance initially, but they are cheaper, simpler, and often introduce the 
technology to more and different customers and sometimes completely change the busi-
ness model. This is the disruptive innovation. It is extremely difficult for incumbent lead-
ers to deal with disruptive innovations, and this type of innovation redefines industries. 
And new leaders are born.

So, is VSAN a disruptive innovation or a sustaining innovation? It might seem like a 
dumb question. Of course, it is a disruptive innovation. It is a radically simple, software-
only, hypervisor-converged distributed storage solution fully integrated with vSphere, 
running on commodity hardware. It redefines both the economics and the consumption 
models of storage. Although it lacks (so far) a list of classic storage features and goodies, it 
is offering orders of magnitude more simplicity than classic enterprise storage arrays, sold 
to a different set of users from the storage admins, at a lower cost. Thus it is a classic dis-
ruptive innovation, similar to the point-and-shoot cameras. Compared to “real” cameras, 
point-and-shoot cameras had fewer features initially, but they were also radically simpler 
and targeted a different set of users. Guess what? Quickly there were more point-and-
shoots than the real ones.

Then why the question? As a storage product, yes, VSAN is without a doubt a revolution-
ary product that will disrupt the entire storage industry and usher in a new era. However, 
if we change our perspective, and look at it as the natural extension of vSphere Server 
virtualization platform to the software-defined data center, it is a sustaining innovation. 
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VSAN is being sold to the same vSphere customers and empowers them to do more. 
It extends server environments into converged infrastructure. It extends the vSphere 
abstractions and policy-based automation from compute to storage.

So, we have a rare winner on our hands, a combination of being a sustaining innovation 
on top of our hypervisor platform that is natural for VMware to extend the value we offer 
to our customers, and at the same time a disruptive innovation that will reshape the stor-
age industry. In other words, it is a product that will do to storage what vSphere did to 
servers.

The VSAN product is the result of 4 years of hard work from the entire VSAN product 
team. This team is more than just the core architects, developers, testers, and product 
managers. Duncan and Cormac are two critical members of the team who brought real-
world experiences and customer empathy into the program, and they have also been two 
of our strongest voices back out to the world. I am really glad that they are writing this 
timely book, and hope you will find it as useful as I did. VSAN is a unique product that 
will have a lasting impact on the industry, and I welcome you to join us in this exciting 
journey.

Charles Fan
SVP of VMware R&D, Storage, and Availability
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Introduction

When talking about virtualization and the underlying infrastructure that it runs on, one 
component that always comes up in conversation is storage. The reason for this is fairly 
simple: In many environments, storage is a pain point. Although the storage landscape has 
changed with the introduction of flash technologies that mitigate many of the traditional 
storage issues, many organizations have not yet adopted these new architectures and are 
still running into the same challenges.

Storage challenges range from operational effort or complexity to performance problems 
or even availability constraints. The majority of these problems stem from the same fun-
damental problem: legacy architecture. The reason is that most storage platform archi-
tectures were developed long before virtualization existed, and virtualization changed the 
way these shared storage platforms were used.

In a way, you could say that virtualization forced the storage industry to look for new 
ways of building storage systems. Instead of having a single server connect to a single 
storage device (also known as a logical unit or LUN for short), virtualization typically 
entails having one (or many) physical server(s) running many virtual machines connecting 
to one or multiple storage devices. This did not only increase the load on these storage 
systems, it also changed the workload patterns and increased the total capacity required.

As you can imagine, for most storage administrators, this required a major shift in think-
ing. What should the size of my LUN be? What are my performance requirements, and 
how many spindles will that result in? What kind of data services are required on these 
LUNs, and where will virtual machines be stored? Not only did it require a major shift 
in thinking, but it also required working in tandem with other IT teams. Whereas in the 
past server admins and network and storage admins could all live in their own isolated 
worlds, they now needed to communicate and work together to ensure availability of the 
platform they were building. Whereas in the past a mistake, such as a misconfiguration or 
underprovisioning, would only impact a single server, it could now impact many virtual 
machines.

There was a fundamental shift in how we collectively thought about how to operate and 
architect IT infrastructures when virtualization was introduced. Now another collec-
tive shift is happening all over again. This time it is due to the introduction of software-
defined networking and software-defined storage. But let’s not let history repeat itself, 
and let’s avoid the mistakes we all made when virtualization first arrived. Let’s all have 
frank and open discussions with our fellow datacenter administrators as we all aim to 
revolutionize datacenter architecture and operations!
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Motivation for Writing This Book

During the early stages of the product development cycle, both of us got involved with 
Virtual SAN. We instantly knew that this was going to be a product that everyone would 
be talking about and a product that people would want to know more about. During the 
various great water-cooler type of conversations we were having, we realized that none of 
the information was being captured anywhere. Considering both of us are fanatic blog-
gers we decided to, each independently, start writing articles. We quickly had so much 
material that it became impossible to release all of it as blog posts and decided to join 
forces and publish it in book form. After some initial research, we found VMware Press 
was willing to release it.

You, the Reader

This book is targeted at IT professionals who are involved in the care and feeding of a 
VMware vSphere environment. Ideally, you have been working with VMware vSphere 
for some time and perhaps you have attended an authorized course in vSphere, such as 
the “Install, Configure, and Manage” class. This book is not a starters guide, but there 
should be enough in the book for administrators and architects of all levels.

How to Use This Book

This book is split into ten chapters, as described here:

 ■ Chapter 1, “Introduction to VSAN”: This chapter provides a high-level introduc-
tion to software-defined storage and VSAN.

 ■ Chapter 2, “VSAN Prerequisites and Requirements for Deployment”: 
This chapter describes the requirements from a physical and virtual perspective to 
safely implement VSAN.

 ■ Chapter 3, “VSAN Installation and Configuration”: This chapter goes over the 
steps needed to install and configure VSAN.

 ■ Chapter 4, “VM Storage Policies on VSAN”: This chapter explains the concept 
of storage policy-based management.

 ■ Chapter 5, “Architectural Details”: This chapter provides in-depth architectural 
details of VSAN.

 ■ Chapter 6, “VM Storage Policies and Virtual Machine Provisioning”: This 
chapter describes how VM storage policies can be used to simplify VM deployment.
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 ■ Chapter 7, “Management and Maintenance”: This chapter describes the steps for 
most common management and maintenance tasks.

 ■ Chapter 8, “Interoperability”: This chapter covers interoperability of Virtual SAN 
with other VMware features and products.

 ■ Chapter 9, “Designing a VSAN Cluster”: This chapter provides various examples 
around designing a VSAN cluster, including sizing exercises.

 ■ Chapter 10, “Troubleshooting, Monitoring, and Performance”: This chap-
ter covers the various (command line) tools available to troubleshoot and monitor 
VSAN.
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Chapter 1

Introduction to VSAN

This chapter introduces you to the world of the software-defined datacenter, but with a 
focus on the storage aspect. The chapter covers the basic premise of the software-defined 
datacenter and then delves deeper to cover the concept of software-defined storage and 
associated solutions such as the server storage-area network (Server SAN).

Software-Defined Datacenter
VMworld, the VMware annual conferencing event, introduced VMware’s vision for the 
software-defined datacenter (SDDC) in 2012. The SDDC is VMware’s architecture for 
the public and private clouds   where all pillars of the datacenter—compute, storage, and 
networking (and the associated services)—are virtualized. Virtualizing datacenter compo-
nents enables the IT team to be more flexible. If you lower the operational complexity and 
cost while increasing availability and agility, you will ultimately lower the time to market 
for new services.

To achieve all of that, virtualization of components by itself is not sufficient. The platform 
used must be capable of being installed and configured in a fully automated fashion. More 
importantly, the platform should enable you to manage and monitor your infrastructure in 
a smart and less operationally intense manner. That is what the SDDC is all about! Raghu 
Raghuram (VMware senior vice president) captured  it in a single sentence: The essence of 
the software-defined datacenter is “abstract, pool, and automate.”

Abstraction, pooling, and automation are all achieved by introducing an additional layer 
on top of the physical resources. This layer is usually referred to as  a virtualization layer. 
Everyone  reading this book is probably familiar with the leading product for compute 
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virtualization, VMware vSphere. Fewer people are probably familiar with network virtu-
alization, sometimes referred to as software-defined network (SDN) solutions.   VMware 
offers a solution named NSX that is based on the solution built by the acquired company 
Nicira. NSX does for networking what vSphere does for compute. These layers do not 
just virtualize the physical resources but also allow you to pool them and provide you with 
an application programming interface (API) that enables you to automate all operational 
aspects.

Automation is not just about scripting,  however. A significant part of the automation 
of virtual machine (VM) provisioning (and   its associated resources) is achieved through 
 policy-based management. Predefined policies allow you to provision VMs in a quick, 
easy, consistent, and repeatable manner. The resource characteristics specified on a 
resource pool or a vApp container exemplify a compute policy. These characteristics 
enable you to quantify resource policies for compute in terms of reservation, limit, and pri-
ority. Network policies can range from security  to quality of service (QoS). Unfortunately, 
storage has thus far been limited to the characteristics provided by the physical storage 
device, which in many cases did not meet the expectations and requirements of many of 
our customers.

This book examines the storage component of VMware’s SDDC. More specifically, the 
book covers how a new product called Virtual SAN (VSAN), releasing with VMware 
vSphere 5.5 Update 1, fits into this vision. You will learn how it has been implemented 
and integrated within the current platform and how you can leverage its capabilities and 
expand on some of the lower-level  implementation details. Before going further, though, 
you want to have a generic understanding of where VSAN fits in to the bigger software-
defined storage picture.

Software-Defined Storage
Software-defined storage is a term that has been used and abused by many vendors. Because 
software-defined storage is  currently defined in so many different ways, consider the fol-
lowing quote from VMware:

Software Defined Storage is the automation and pooling of storage through 
a software control plane, and the ability to provide storage from industry 
standard servers. This offers a significant simplification to the way storage 
is provisioned and managed, and also paves the way for storage on indus-
try standard servers at a fraction of the cost. (Source: http://cto.vmware.com/
vmwares-strategy-for-software-defined-storage/)

A software-defined storage product is a solution that abstracts the hardware and allows you 
to easily pool all resources and provide them to the consumer using a user-friendly user 

http://cto.vmware.com/vmwares-strategy-for-software-defined-storage/
http://cto.vmware.com/vmwares-strategy-for-software-defined-storage/
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interface (UI) or API. A software-defined storage solution allows you to both scale up and 
scale out, without increasing the operational effort.

Many hold that software-defined  storage is about moving functionality from the tradi-
tional storage devices to the host. This is a trend that was started by virtualized versions of 
storage devices such as HP’s StoreVirtual VSA and evolved into solutions that were built 
to run on many different hardware platforms. One example of such a solution is Nexenta. 
These solutions were the start of a new era.

Hyper-Convergence/Server SAN Solutions
In today’s world, the hyper-converged/server SAN solutions come in two flavors:

 ■ Hyper-converged appliances

 ■ Software-only solutions

A hyper-converged solution is  an appliance type of solution where a single box provides a 
platform for VMs. This box typically contains multiple commodity x86 servers on which 
a hypervisor is installed. Local storage is aggregated into a large shared pool by lever-
aging a virtual storage appliance or a kernel-based storage stack. Typical examples of 
hyper- converged appliances that are out there today include Nutanix, Scale Computing, 
 SimpliVity, and Pivot3. Figure 1-1 shows what these appliances usually look like: a 2U 
form factor with four hosts.

Figure 1-1 Commonly used hardware by hyper-converged storage vendors

You might ask, “If these are generic x86 servers with hypervisors installed and a virtual 
storage appliance, what are the benefits over a traditional storage system?” The benefits of 
a hyper-converged platform are as follows:

 ■ Time to market is short, less than 4 hours to install and deploy

 ■ Ease of management and integration
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 ■ Able to scale out, both capacity and performance-wise

 ■ Lower total costs of acquisition compared to traditional environments

These solutions are sold as a single stock keeping unit (SKU), and t  ypically a single point 
of contact for support is provided. This can make support discussions much easier. How-
ever, a hurdle for many companies is the fact that these solutions are tied to hardware 
and specific configurations. The hardware  used by hyper-converged vendors is often not 
the same as from the preferred hardware supplier you may already have. This can lead to 
operational challenges when it comes to updating/patching or even cabling and racking. In 
addition, a trust issue exists. Some people swear by server Vendor X and would never want 
to touch any other brand, whereas others won’t come close to server Vendor X. This is 
where the software-based storage solutions come in to play.

Software-only storage solutions come in two  flavors. The most common solution today 
is the virtual storage appliance (VSA). VSA solutions are deployed as a VM on top of a 
hypervisor installed on physical   hardware. VSAs allow you to pool underlying physical 
resources into a shared storage device. Examples of VSAs include VMware  vSphere Stor-
age Appliance, Maxta, HP’s StoreVirtual VSA, and EMC Scale IO. The big advantage of 
software-only solutions is that you can usually leverage existing hardware as long as it is 
on the hardware compatibility list (HCL). In the majority   of cases, the HCL is similar to 
what the used hypervisor supports, except for key components like disk controllers and 
flash devices.

VSAN is  also a software-only solution, but VSAN differs significantly from the VSAs 
listed. VSAN sits in a different layer and is not a VSA-based solution.

Introducing Virtual SAN
VMware’s plan for software-defined storage is to focus on a set of VMware initiatives 
related to local storage, shared storage,  and storage/data services. In essence, VMware 
wants to make vSphere a platform for storage services.

Historically, storage was something that was configured and deployed at the start of a proj-
ect, and was not changed during its life cycle. If there was a need to change some charac-
teristics or features of the logical unit number (LUN) or   volume that were being leveraged 
by VMs, in many cases the original LUN or volume was deleted and a new volume with 
the required features or characteristics was created. This was a very intrusive, risky, and 
time-consuming operation due to the requirement to migrate workloads between LUNs 
or volumes, which may have taken weeks to coordinate.
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With software-defined storage, VM storage requirements can be dynamically instantiated. 
There is no need to repurpose LUNs or volumes. VM workloads and requirements may 
change over time, and the underlying storage can be adapted to the workload at any time. 
VSAN aims to provide storage services and service level agreement automation through a 
software layer on the hosts that integrates with, abstracts, and pools the underlying hardware.

A key factor for software-defined storage   is storage policy–based management (SPBM). 
This is also a key feature in the vSphere 5.5 release. SPBM can be thought of as the next 
generation of VMware’s storage profile features that was introduced with vSphere 5.0. 
Where the initial focus of storage profiles was more about ensuring VMs were provi-
sioned to the correct storage device, in vSphere 5.5. SPBM is a critical component to how 
VMware is implementing software-defined storage.

Using SPBM and vSphere APIs, the underlying storage technology surfaces an abstracted 
pool of storage space with various capabilities that is presented to vSphere administrators 
for VM provisioning. The capabilities can relate to performance, availability, or storage 
services such as thin provisioning, compression, replication, and more. A vSphere admin-
istrator can  then create a VM storage policy (or profile) using a subset of the capabilities 
that are required by the application running in the VM. At deployment time, the vSphere 
administrator selects a VM storage policy. SPBM pushes the VM storage policy down 
to the storage layer and datastores that understand that the requirements placed in the 
VM storage policy will be made available for selection. This means that the VM is always 
instantiated on the appropriate underlying storage based on the requirements placed in the 
VM storage policy.

Should the VM’s workload or I/O pattern change over time, it is simply a matter of apply-
ing a new VM storage policy with requirements and characteristics that reflect the new 
workload to that specific VM, or even  virtual disk, after which the policy will be seamlessly 
applied without any manual intervention from the administrator (in contrast to many leg-
acy storage systems, where a manual migration of VMs or virtual disks to a different data-
store would be required). VSAN has been developed to seamlessly integrate with vSphere 
and the SPBM functionality it offers.

What Is Virtual SAN?
VSAN is a new storage solution from VMware, released as a beta in 2013 and made gen-
erally available to the public in March 2014. VSAN is fully integrated with vSphere. It is 
an object-based storage  system and a platform for VM storage policies that aims to sim-
plify VM storage placement decisions for vSphere administrators. It fully supports and is 
integrated with core vSphere features such as vSphere High Availability (HA), vSphere 
 Distributed Resource Scheduler (DRS), and vMotion, as illustrated in Figure 1-2.
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Figure 1-2 Simple overview of a VSAN cluster

VSAN’s goal is to provide both resiliency and scale-out storage functionality. It can also be 
thought of in the context of QoS in so far as VM storage policies can be created that define 
the level of performance and  availability required on a per-VM, or even virtual disk, basis.

VSAN is a software-based distributed storage solution that is built directly in the hyper-
visor. Although not a virtual appliance like many of the other solutions out there, a VSAN 
can best be thought of as a kernel-based solution that is included with the hypervisor. 
Technically, however, this is not completely accurate because components critical for 
performance and responsiveness such as the data path and clustering are in the kernel, 
while other components that collectively can be considered part of the “control plane” are 
implemented as native user-space agents. Nevertheless, with VSAN there is no need to 
install anything other than the software you are already familiar with: VMware vSphere.

VSAN is about simplicity, and when we say simplicity, we do mean simplicity. Want to try 
out VSAN? It is truly as simple as creating a VMkernel   network interface card (NIC) for 
VSAN traffic and enabling it on a cluster level, as shown in Figure 1-3. Of course, there 
are certain recommendations and requirements to  optimize your experience, as described 
in further detail in Chapter 2, “VSAN Prerequisites and Requirements for Deployment.”
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Figure 1-3 Two-click enablement

Now that you know it is easy to use and simple to configure, what are the benefits of a 
solution like VSAN? What are the key   selling points?

 ■ Software defined: Use industry standard hardware

 ■ Flexible: Scale as needed and when needed, both scale up and scale out

 ■ Simple: Ridiculously easy to manage and operate

 ■ Automated: Per-VM and disk policy-based management

 ■ Converged: Enables you to create   dense/building-block-style solutions

That sounds compelling, doesn’t it? Of course, there is a time and place for everything; 
Virtual SAN 1.0 has specific use cases. For version 1.0, these   use cases are as follows:

 ■ Virtual desktops: Scale-out model using predictive and repeatable infrastructure 
blocks lowers costs and simplifies operations

 ■ Test and dev: Avoids acquisition of expensive storage (lowers total cost of ownership 
[TCO]), fast time to provision

 ■ Management or DMZ infrastructure: Fully isolated resulting in increased security 
and no dependencies on the resources it is potentially managing.

 ■ Disaster recovery target: Inexpensive disaster recovery solution, enabled through a 
feature like vSphere Replication   that allows you to replicate to any storage platform

Now that you know what VSAN is, it’s time to see what it looks like from an administra-
tor’s point of view.
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What Does VSAN Look Like to an Administrator?
When VSAN is enabled, a single shared datastore is presented to all hosts that are part of 
the VSAN-enabled cluster. This is the   strength of VSAN; it is presented as a datastore. 
Just like any other storage solution out there, this datastore can be used as a destination for 
VMs and all associated components, such as virtual disks, swap files, and VM configuration 
files. When you deploy a new VM, you will see the familiar interface and a list of available 
datastores, including your VSAN-based datastore, as shown in Figure 1-4.

Figure 1-4 Just a normal datastore

This VSAN datastore is formed out of host local storage resources. Typically, all hosts 
within a VSAN-enabled cluster will contribute  performance (flash) and capacity (magnetic 
disks) to this shared datastore. This means that when your cluster grows, your datastore 
will grow with it. VSAN is what is called a scale-out storage system (adding hosts to a clus-
ter), but also allows scaling up (adding resources to a host).

Each host that wants to contribute storage capacity to the VSAN cluster will require at 
least one flash device and one magnetic disk. At a  minimum, VSAN requires three hosts in 
your cluster to contribute storage; other hosts in your cluster could leverage these storage 
resources without contributing storage resources to the cluster itself. Figure 1-5 shows a 
cluster that has four hosts, of which three (esxi-01, esxi-02, and esxi-03) contribute storage 
and a fourth does not contribute but only consumes storage resources. Although it is tech-
nically possible to have a nonuniform cluster and have a host not contributing storage, we 
do highly recommend creating a uniform cluster and having all hosts contributing storage 
for overall better   utilization, performance, and availability.
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VSAN: minimum of 3 hosts contributing storage

esxi-01 esxi-02

VSAN 10GbE network

esxi-03 esxi-04

SSD SSD SSD

Figure 1-5 Nonuniform VSAN cluster example

Today’s boundary for VSAN in terms of both size and connectivity is a vSphere cluster. 
This means that at most 32 hosts can be connected  to a VSAN datastore. Each host can 
run a supported maximum of 100 VMs, allowing for a total combined of 3,200 VMs within 
a 32-host VSAN cluster, of which 2,048 VMs can be protected by vSphere HA.

As you can imagine, with just regular magnetic disks it would be difficult to provide a 
good user experience when it comes to performance. To provide optimal user experience, 
VSAN relies on flash. Flash resources are used for read caching and write buffering. Every 
write I/O will go to flash first, and eventually will be destaged to magnetic disks. For read 
I/O it will depend, although in a perfect world all read I/O will come from flash. Chap-
ter 5, “Architectural Details,” describes the caching and buffering mechanisms in much 
greater detail.

To ensure VMs can be deployed with certain characteristics, VSAN enables you to set 
policies on a per-virtual disk or a per-VM basis. These policies help you meet the defined 
service level objectives (SLOs) for   your workload. These can be performance-related char-
acteristics such as read caching or disk striping, but can also be availability-related charac-
teristics that ensure strategic   replica placement of your VM’s disks (and other important 
files).

If you have worked with VM storage policies in the past, you might now wonder whether 
all VMs stored on the same VSAN datastore will need to have the same VM storage policy 
assigned.  The answer is no. VSAN allows you to have different policies for VMs provi-
sioned to the same datastore and even different policies for disks from the same VM.
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As stated earlier, by leveraging policies, the level  of resiliency can be configured on a per-
virtual disk granular level. How many hosts and disks a mirror copy will reside on depends 
on the selected policy. Because VSAN uses mirror copies defined by policy to provide 
resiliency, it does not require a local RAID set. In other words, hosts contributing to 
VSAN storage capacity should simply provide a set of disks to VSAN.

Whether you have defined a policy to tolerate a single host failure or, for instance, a policy 
that will tolerate up to three hosts failing, VSAN will ensure that enough replicas of your 
objects are created. The following example illustrates how this is an important aspect of 
VSAN and one of the major differentiators   between VSAN and most other virtual storage 
solutions out there.

EXAMPLE: We have configured a policy that can tolerate one failure and created a new 
virtual disk. This means that VSAN will create two identical storage objects and a witness. 
The witness is a component   tied to the VM that allows VSAN to determine who should 
win ownership in the case of a failure. If you are familiar with clustering technologies, think 
of the witness as a quorum object that will arbitrate ownership in the event of a failure. 
Figure 1-6 may help clarify these sometimes-difficult-to-understand concepts. This figure 
illustrates what it would look like on a high level for a VM with a virtual disk that can toler-
ate one failure. This can be the failure of a host, NICs, disk, or flash device, for instance.

SSD

VSAN Policy: “Number of failures to tolerate =1”

esxi-01 esxi-02

VSAN network

esxi-03 esxi-04

SSD SSD SSD

APP APP

OS
OS

raid-1

vmdk vmdk witness

Figure 1-6 VSAN failures to tolerate
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In Figure 1-6, the VM’s compute resides on the first host (esxi-01) and its virtual disks 
reside on the other hosts (esxi-02 and esxi-03) in the cluster. In this scenario, the VSAN 
network is used for storage I/O, allowing for the VM to freely move around the cluster 
without the need for storage components to be   migrated with the compute. This does, 
however, result in the first requirement to implement VSAN. VSAN requires at a mini-
mum one dedicated 1Gbps NIC port, but VMware recommends a 10GbE for the VSAN 
network.

Yes, this might still sound complex, but in all fairness, VSAN masks away all the complex-
ity, as you will learn as you progress through the various chapters in this book.

Summary
To conclude, vSphere Virtual SAN (VSAN) is a brand-new, hypervisor-based distributed 
storage platform that enables convergence of compute and storage resources. It enables 
you to define VM-level granular SLOs through policy-based management. It allows you to 
control availability and performance in a way never seen before, simply and efficiently.

This chapter just scratched the surface. Now it’s time to take it to the next level. Chapter 2 
describes the requirements for installing and configuring VSAN.
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