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Introduction
The Even You Can Learn Statistics and Analytics Owners Manual

In today's world, understanding statistics and analytics is more important than ever. Even You Can Learn Statistics and Analytics: A Guide for Everyone Who Has Ever Been Afraid of Statistics and Analytics can teach you the basic concepts that provide you with the knowledge to apply statistics and analytics in your life. You will also learn the most commonly used statistical methods and have the opportunity to practice those methods while using the Microsoft Excel spreadsheet program.

Please read the rest of this introduction so that you can become familiar with the distinctive features of this book. You can also visit the website for this book (www.ftpress.com/evenyoucanlearnstatistics3e) where you can learn more about this book as well as download files that support your learning of statistics.

Mathematics Is Always Optional!

Never mastered higher mathematics—or generally fearful of math? Not to worry, because in Even You Can Learn Statistics and Analytics, you will find that every concept is explained in plain English, without the use of higher mathematics or mathematical symbols. Interested in the mathematical foundations behind statistics? Even You Can Learn Statistics and Analytics includes Equation Blackboards, stand-alone sections that present the equations behind statistical methods and complement the main material. Either way, you can learn statistics.

Learning with the Concept-Interpretation Approach

Even You Can Learn Statistics and Analytics uses a Concept-Interpretation approach to help you learn statistics. For each important statistical concept, you will find the following:

- A CONCEPT, a plain language definition that uses no complicated mathematical terms.
- An INTERPRETATION, that fully explains the concept and its importance to statistics. When necessary, these sections also discuss common
misconceptions about the concept as well as the common errors people can make when trying to apply the concept.

For simpler concepts, an EXAMPLES section lists real-life examples or applications of the statistical concepts. For more involved concepts, WORKED-OUT PROBLEMS provide a complete solution to a statistical problem—including actual spreadsheet and calculator results—that illustrate how you can apply the concept to your own situations.

Practicing Statistics While You Learn Statistics

To help you learn statistics, you should always review the worked-out problems that appear in this book. As you review them, you can practice what you have just learned by using the optional SPREADSHEET SOLUTION sections.

Spreadsheet Solution sections enable you to use Microsoft Excel as you learn statistics.

Prefer to practice using a calculator? CALCULATOR KEYS sections (available online at www.ftpress.com/evencyoucanlearnstatistics3e) provide you with the step-by-step instructions to perform statistical analysis using one of the calculators from the Texas Instruments TI-83/84 family. (You can adapt many instruction sets for use with other TI statistical calculators.)

If you don't want to practice your spreadsheet skills, you can examine the spreadsheet results that appear throughout the book (or the calculator results available online). Many spreadsheet results are available as files that you can download for free at www.ftpress.com/evencyoucanlearnstatistics3e.

Spreadsheet program users will also benefit from Appendix D and Appendix E, which help teach you more about spreadsheets as you learn statistics.

And if technical issues or instructions have ever confounded your using Microsoft Excel in the past, check out Appendix A, which details the technical configuration issues you might face and explains the conventions used in all technical instructions that appear in this book.
In-Chapter Aids

As you read a chapter, look for the following icons for extra help:

Important Point icons highlight key definitions and explanations.

File icons identify files that allow you to examine the data in selected problems. (You can download these files for free at www.ftpress.com/evenyoucanlearnstatistics3e.)

Interested in the mathematical foundations of statistics? Then look for the Interested in Math? icons throughout the book. But remember, you can skip any or all of the math sections without losing any comprehension of the statistical methods presented, because math is always optional in this book!

End-of-Chapter Features

At the end of most chapters of Even You Can Learn Statistics and Analytics, you can find the following features, which you can review to reinforce your learning.

Important Equations

The Important Equations sections present all of the important equations discussed in the chapter. You can use these lists for reference and later study even if you have skipped over the Equation Blackboards and “interested in math” passages.

One-Minute Summaries

One-Minute Summaries are a quick review of the significant topics of a chapter in outline form. When appropriate, the summaries also help guide you to make the right decisions about applying statistics to the data you seek to analyze.

Test Yourself

The Test Yourself sections offer a set of short-answer questions and problems that enable you to review and test yourself (with answers provided) to see how much you have retained of the concepts presented in a chapter.
New to the Third Edition

The third edition of this book includes these features, which earlier editions did not contain:

- A new chapter that introduces the concepts and application of analytics, a new and growing part of statistics (Chapter 12)
- New chapters that illustrate descriptive and predictive analytical methods (Chapters 13 and 14)
- A new and expanded discussion about using Microsoft Excel, focused on using Excel 2013 (Microsoft Windows), Excel 2011 (OS X), and Office 365 Excel

The book also contains many revised in-chapter, worked-out problems and many new or revised end-of-chapter problems.

Summary

*Even You Can Learn Statistics and Analytics* can help you whether you are studying statistics as part of a formal course, just brushing up on your knowledge of statistics for a specific analysis, or need to learn about analytics. Be sure to visit the website for this book ([www.ftpress.com/evenyoucanlearnstatistics3e](http://www.ftpress.com/evenyoucanlearnstatistics3e)) and feel free to contact the authors via email at davidlevine@davidlevinestatistics.com; include *Even You Can Learn Statistics and Analytics 3/e* in the subject line if you have any questions about this book.
Every day, the media uses numbers to describe or analyze our world:

- “6 New Facts About Facebook” (A. Smith, www.pewresearch.org/author/asmith, 3 February 2014). A survey reported that women were more likely than men to cite seeing photos or videos, sharing with many people at once, seeing entertaining or funny posts, learning about ways to help others, and receiving support from people in their network as reasons to use Facebook.

- “First Two Years of College Wasted?” (M. Marklein, USA Today, 18 January 2011, p. 3A). A survey of more than 3,000 full-time, traditional-age students found that the students spent 51% of their time on socializing, recreation, and other activities; 9% of their time attending class and labs; and 7% of their time studying.

- “Follow the Tweets” (H. Rui, A. Whinston, and E. Winkler, The Wall Street Journal, 30 November 2009, p. R4). In this study, the authors found that the number of times a specific product was mentioned in comments in the Twitter social messaging service could be used to make accurate predictions of sales trends for that product.

You can make better sense of the numbers you encounter if you learn to understand statistics. **Statistics**, a branch of mathematics, uses procedures
that allow you to correctly analyze the numbers. These procedures, or statistical methods, transform numbers into useful information that you can use when making decisions about the numbers. Statistical methods can also tell you the known risks associated with making a decision as well as help you make more consistent judgments about the numbers.

Learning statistics requires you to reflect on the significance and the importance of the results to the decision-making process you face. This statistical interpretation means knowing when to ignore results because they are misleading, are produced by incorrect methods, or just restate the obvious, as in “100% of the authors of this book are named ‘David.’”

In this chapter, you begin by learning five basic words—population, sample, variable, parameter, and statistic (singular)—that identify the fundamental concepts of statistics. These five words, and the other concepts introduced in this chapter, help you explore and explain the statistical methods discussed in later chapters.

1.1 The First Three Words of Statistics

You’ve already learned that statistics is about analyzing things. Although numbers was the word used to represent things in the opening of this chapter, the first three words of statistics, population, sample, and variable, help you to better identify what you analyze with statistics.

Population

CONCEPT All the members of a group about which you want to reach a conclusion.

EXAMPLES All U.S. citizens who are currently registered to vote, all patients treated at a particular hospital last year, the entire set of individuals who accessed a website on a particular day.

Sample

CONCEPT The part of the population selected for analysis.

EXAMPLES The registered voters selected to participate in a recent survey concerning their intention to vote in the next election, the patients selected to fill out a patient satisfaction questionnaire, 100 boxes of cereal selected from a factory’s production line, 500 individuals who accessed a website on a particular day.
Variable

CONCEPT A characteristic of an item or an individual that will be analyzed using statistics.

EXAMPLES Gender, the party affiliation of a registered voter, the household income of the citizens who live in a specific geographical area, the publishing category (hardcover, trade paperback, mass-market paperback, textbook) of a book, the number of cell phones in a household.

INTERPRETATION All the variables taken together form the data of an analysis. Although people often say that they are analyzing their data, they are, more precisely, analyzing their variables.

You should distinguish between a variable, such as gender, and its value for an individual, such as male. An observation is all the values for an individual item in the sample. For example, a survey might contain two variables, gender and age. The first observation might be male, 40. The second observation might be female, 45. The third observation might be female, 55. By convention, when you organize data in tabular form, you place the values for a variable to be analyzed in a column. Therefore, some people refer to a variable as a column of data. Likewise, some people call an observation a row of data.

<table>
<thead>
<tr>
<th>Categorical Variables</th>
<th>Numerical Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Concept</strong></td>
<td>The values of these variables are selected from an established list of categories.</td>
</tr>
<tr>
<td><strong>Subtypes</strong></td>
<td>None</td>
</tr>
<tr>
<td><strong>Examples</strong></td>
<td>The values of these variables involve a counted or measured value.</td>
</tr>
<tr>
<td>Gender, a variable that has the categories “male” and “female,” Academic major, a variable that might have the categories “English,” “Math,” “Science,” and “History,” among others.</td>
<td>Discrete values are counts of things. Continuous values are measures and any value can theoretically occur, limited only by the precision of the measuring process.</td>
</tr>
<tr>
<td>The number of people living in a household, a discrete numerical variable.</td>
<td>The time it takes for someone to commute to work, a continuous variable.</td>
</tr>
</tbody>
</table>

All variables should have an operational definition—that is, a universally accepted meaning that is understood by all associated with an analysis. Without operational definitions, confusion can occur. A famous example of such confusion was a survey that asked about sex and a number of survey takers answered yes and not male or female, as the survey writer intended.
1.2 The Fourth and Fifth Words

After you know what you are analyzing, or, using the words of Section 1.1, after you have identified the variables from the population or sample under study, you can define the parameters and statistics that your analysis will determine.

Parameter

CONCEPT A numerical measure that describes a variable (characteristic) from a population.

EXAMPLES The percentage of all registered voters who intend to vote in the next election, the percentage of all patients who are very satisfied with the care they received, the mean time that all visitors spent on a website during a particular day.

Statistic

CONCEPT A numerical measure that describes a variable (characteristic) of a sample (part of a population).

EXAMPLES The percentage of registered voters in a sample who intend to vote in the next election, the percentage of patients in a sample who are very satisfied with the care they received, the mean time that a sample of visitors spent on a website during a particular day.

INTERPRETATION Calculating statistics for a sample is the most common activity because collecting population data is impractical in many actual decision-making situations.

1.3 The Branches of Statistics

You can use parameters and statistics either to describe your variables or to reach conclusions about your data. These two uses define the two branches of statistics: descriptive statistics and inferential statistics.

Descriptive Statistics

CONCEPT The branch of statistics that focuses on collecting, summarizing, and presenting a set of data.
EXAMPLES The mean age of citizens who live in a certain geographical area, the mean length of all books about statistics, the variation in the time that visitors spent visiting a website.

INTERPRETATION You are most likely to be familiar with this branch of statistics because many examples arise in everyday life. Descriptive statistics serves as the basis for analysis and discussion in fields as diverse as securities trading, the social sciences, government, the health sciences, and professional sports. Descriptive methods can seem deceptively easy to apply because they are often easily accessible in calculating and computing devices. However, this ease does not mean that descriptive methods are without their pitfalls, as Chapter 2 and Chapter 3 explain.

Inferential Statistics

CONCEPT The branch of statistics that analyzes sample data to reach conclusions about a population.

EXAMPLE A survey that sampled 1,264 women found that 45% of those polled considered friends or family as their most trusted shopping advisers and only 7% considered advertising as their most trusted shopping adviser. By using methods discussed in Section 6.4, you can use these statistics to draw conclusions about the population of all women.

INTERPRETATION When you use inferential statistics, you start with a hypothesis and look to see whether the data are consistent with that hypothesis. This deeper level of analysis means that inferential statistical methods can be easily misapplied or misconstrued, and that many inferential methods require a calculating or computing device. (Chapters 6 through 9 discuss some of the inferential methods that you will most commonly encounter.)

1.4 Sources of Data

You begin every statistical analysis by identifying the source of the data that you will use for data collection. Among the important sources of data are published sources, experiments, and surveys.

Published Sources

CONCEPT Data available in print or in electronic form, including data found on Internet websites. Primary data sources are those published by the
individual or group that collected the data. Secondary data sources are those compiled from primary sources.

**EXAMPLE** Many U.S. federal agencies, including the Census Bureau, publish primary data sources that are available at the [www.fedstats.gov](http://www.fedstats.gov) website. Industry-specific groups and business news organizations commonly publish online or in-print secondary source data compiled by business organizations and government agencies.

**INTERPRETATION** You should always consider the possible bias of the publisher and whether the data contain all the necessary and relevant variables when using published sources. This is especially true of sources found through Internet search engines.

### Experiments

**CONCEPT** A study that examines the effect on a variable of varying the value(s) of another variable or variables, while keeping all other things equal. A typical experiment contains both a treatment group and a control group. The treatment group consists of those individuals or things that receive the treatment(s) being studied. The control group consists of those individuals or things that do not receive the treatment(s) being studied.

**EXAMPLE** Pharmaceutical companies use experiments to determine whether a new drug is effective. A group of patients who have many similar characteristics is divided into two subgroups. Members of one group, the treatment group, receive the new drug. Members of the other group, the control group, often receive a placebo, a substance that has no medical effect. After a time period, statistics about each group are compared.

**INTERPRETATION** Proper experiments are either single-blind or double-blind. A study is a single-blind experiment if only the researcher conducting the study knows the identities of the members of the treatment and control groups. If neither the researcher nor study participants know who is in the treatment group and who is in the control group, the study is a double-blind experiment.

When conducting experiments that involve placebos, researchers also have to consider the placebo effect—that is, whether people in the control group will improve because they believe they are getting a real substance that is intended to produce a positive result. When a control group shows as much improvement as the treatment group, a researcher can conclude that the placebo effect is a significant factor in the improvements of both groups.
Surveys

**CONCEPT** A process that uses questionnaires or similar means to gather values for the responses from a set of participants.

**EXAMPLES** The decennial U.S. census mail-in form, a poll of likely voters, a website instant poll or "question of the day."

**INTERPRETATION** Surveys are either informal, open to anyone who wants to participate; targeted, directed toward a specific group of individuals; or include people chosen at random. The type of survey affects how the data collected can be used and interpreted.

**1.5 Sampling Concepts**

In the definition of statistic in Section 1.2, you learned that calculating statistics for a sample is the most common activity because collecting population data is usually impractical. Because samples are so commonly used, you need to learn the concepts that help identify all the members of a population and that describe how samples are formed.

**Frame**

**CONCEPT** The list of all items in the population from which the sample will be selected.

**EXAMPLES** Voter registration lists, municipal real estate records, customer or human resource databases, directories.

**INTERPRETATION** Frames influence the results of an analysis, and using different frames can lead to different conclusions. You should always be careful to make sure your frame completely represents a population; otherwise, any sample selected will be biased, and the results generated by analyses of that sample will be inaccurate.

**Sampling**

**CONCEPT** The process by which members of a population are selected for a sample.

**EXAMPLES** Choosing every fifth voter who leaves a polling place to interview, selecting playing cards randomly from a deck, polling every tenth visitor who views a certain website today.
INTERPRETATION  Some sampling techniques, such as an “instant poll” found on a web page, are naturally suspect as such techniques do not depend on a well-defined frame. The sampling technique that uses a well-defined frame is **probability sampling**.

**Probability Sampling**

**CONCEPT**  A sampling process that considers the chance of selection of each item. Probability sampling increases your chance that the sample will be representative of the population.

**EXAMPLES**  The registered voters selected to participate in a recent survey concerning their intention to vote in the next election, the patients selected to fill out a patient-satisfaction questionnaire, 100 boxes of cereal selected from a factory's production line.

**INTERPRETATION**  You should use probability sampling whenever possible, because *only* this type of sampling enables you to apply inferential statistical methods to the data you collect. In contrast, you should use nonprobability sampling, in which the chance of occurrence of each item being selected is not known, to obtain rough approximations of results at low cost or for small-scale, initial, or pilot studies that will later be followed up by a more rigorous analysis. Surveys and polls that invite the public to call in or answer questions on a web page are examples of nonprobability sampling.

**Simple Random Sampling**

**CONCEPT**  The probability sampling process in which every individual or item from a population has the same chance of selection as every other individual or item. Every possible sample of a certain size has the same chance of being selected as every other sample of that size.

**EXAMPLES**  Selecting a playing card from a shuffled deck or using a statistical device such as a table of random numbers.

**INTERPRETATION**  Simple random sampling forms the basis for other random sampling techniques. The word *random* in this phrase requires clarification. In this phrase, *random* means no repeating patterns—that is, in a given sequence, a given pattern is equally likely (or unlikely). It does not refer to the most commonly used meaning of “unexpected” or “unanticipated” (as in “random acts of kindness”).
Other Probability Sampling Methods

Other, more complex, sampling methods are also used in survey sampling. In a stratified sample, the items in the frame are first subdivided into separate subpopulations, or strata, and a simple random sample is selected within each of the strata. In a cluster sample, the items in the frame are divided into several clusters so that each cluster is representative of the entire population. A random sampling of clusters is then taken, and all the items in each selected cluster or a sample from each cluster are then studied.

1.6 Sample Selection Methods

Sampling can be done either with or without replacement of the items being selected. Almost all survey sampling is done without replacement.

**Sampling with Replacement**

**CONCEPT** A sampling method in which each selected item is returned to the frame from which it was selected so that it has the same probability of being selected again.

**EXAMPLE** Selecting items from a fishbowl and returning each item to it after the selection is made.

**Sampling Without Replacement**

**CONCEPT** A sampling method in which each selected item is not returned to the frame from which it was selected. Using this technique, an item can be selected no more than one time.

**EXAMPLES** Selecting numbers in state lottery games, selecting cards from a deck of cards during games of chance such as blackjack or poker.

**INTERPRETATION** Sampling without replacement means that an item can be selected no more than one time. You should choose sampling without replacement instead of sampling with replacement because statisticians generally consider the former to produce more desirable samples.
One-Minute Summary

Mastering basic vocabulary is the first step in learning statistics. Understanding the types of statistical methods, the sources of data used for data collection, sampling methods, and the types of variables used in statistical analysis are also important introductory concepts. Subsequent chapters focus on four important reasons for learning statistics:

- To present and describe information (Chapters 2 and 3)
- To reach conclusions about populations based only on sample results (Chapters 4 through 9)
- To develop reliable forecasts (Chapters 10 and 11)
- To use analytics to reach conclusions about large sets of data (Chapters 12, 13, 14)

Throughout this book, the symbol $\rightarrow$ links a sequence of Ribbon or menu selections. File $\rightarrow$ New means to first select the File tab and then select New from the list that appears.
Test Yourself

1. The portion of the population that is selected for analysis is called:
   (a) a sample
   (b) a frame
   (c) a parameter
   (d) a statistic

2. A summary measure that is computed from only a sample of the population is called:
   (a) a parameter
   (b) a population
   (c) a discrete variable
   (d) a statistic

3. The height of an individual is an example of a:
   (a) discrete variable
   (b) continuous variable
   (c) categorical variable
   (d) constant

4. The body style of an automobile (sedan, minivan, SUV, and so on) is an example of a:
   (a) discrete variable
   (b) continuous variable
   (c) categorical variable
   (d) constant

5. The number of credit cards in a person's wallet is an example of a:
   (a) discrete variable
   (b) continuous variable
   (c) categorical variable
   (d) constant

6. Statistical inference occurs when you:
   (a) compute descriptive statistics from a sample
   (b) take a complete census of a population
   (c) present a graph of data
   (d) take the results of a sample and reach conclusions about a population
7. The human resources director of a large corporation wants to develop a dental benefits package and decides to select 100 employees from a list of all 5,000 workers in order to study their preferences for the various components of a potential package. All the employees in the corporation constitute the _______.
   (a) sample
   (b) population
   (c) statistic
   (d) parameter

8. The human resources director of a large corporation wants to develop a dental benefits package and decides to select 100 employees from a list of all 5,000 workers in order to study their preferences for the various components of a potential package. The 100 employees who will participate in this study constitute the _______.
   (a) sample
   (b) population
   (c) statistic
   (d) parameter

9. Those methods that involve collecting, presenting, and computing characteristics of a set of data in order to properly describe the various features of the data are called:
   (a) statistical inference
   (b) the scientific method
   (c) sampling
   (d) descriptive statistics

10. Based on the results of a poll of 500 registered voters, the conclusion that the Democratic candidate for U.S. president will win the upcoming election is an example of:
    (a) inferential statistics
    (b) descriptive statistics
    (c) a parameter
    (d) a statistic

11. A numerical measure that is computed to describe a characteristic of an entire population is called:
    (a) a parameter
    (b) a population
    (c) a discrete variable
    (d) a statistic
12. You were working on a project to examine the value of the American dollar as compared to the English pound. You accessed an Internet site where you obtained this information for the past 50 years. Which method of data collection were you using?
   (a) published sources
   (b) experimentation
   (c) surveying

13. Which of the following is a discrete variable?
   (a) The favorite flavor of ice cream of students at your local elementary school
   (b) The time it takes for a certain student to walk to your local elementary school
   (c) The distance between the home of a certain student and the local elementary school
   (d) The number of teachers employed at your local elementary school

14. Which of the following is a continuous variable?
   (a) The eye color of children eating at a fast-food chain
   (b) The number of employees of a branch of a fast-food chain
   (c) The temperature at which a hamburger is cooked at a branch of a fast-food chain
   (d) The number of hamburgers sold in a day at a branch of a fast-food chain

15. The number of cell phones in a household is an example of:
   (a) a categorical variable
   (b) a discrete variable
   (c) a continuous variable
   (d) a statistic

Answer True or False:

16. The possible responses to the question, “How long have you been living at your current residence?” are values from a continuous variable.

17. The possible responses to the question, “How many times in the past seven days have you streamed a movie or TV show online?” are values from a discrete variable.

Fill in the blank:

18. An insurance company evaluates many variables about a person before deciding on an appropriate rate for automobile insurance. The number of accidents a person has had in the past three years is an example of a _______ variable.
19. An insurance company evaluates many variables about a person before deciding on an appropriate rate for automobile insurance. The distance a person drives in a day is an example of a ______ variable.

20. An insurance company evaluates many variables about a person before deciding on an appropriate rate for automobile insurance. A person's marital status is an example of a ______ variable.

21. A numerical measure that is computed from only a sample of the population is called a ______.

22. The portion of the population that is selected for analysis is called the ______.

23. A college admission application includes many variables. The number of advanced placement courses the student has taken is an example of a ______ variable.

24. A college admission application includes many variables. The gender of the student is an example of a ______ variable.

25. A college admission application includes many variables. The distance from the student's home to the college is an example of a ______ variable.

**Answers to Test Yourself**

1. a  
2. d  
3. b  
4. c  
5. a  
6. d  
7. b  
8. a  
9. d  
10. a  
11. a  
12. a  
13. d  
14. c  
15. b  
16. True  
17. True  
18. discrete  
19. continuous  
20. categorical  
21. statistic  
22. sample  
23. discrete  
24. categorical  
25. continuous
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