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portal sites, 134-135
two examples of, 110
volume, 147
Transaction isolation level, 71
Transaction rate, 14, 239-240
Translation servers, 139
Tuning, 352
and data analysis, 263
and high user CPU, 311
load balancers, 256
parameters, 259
and resolving insufficient resources problems, 302
Tuning adjustments
and CPU utilization measurements, 285
per test iteration, 264
Tuning process and iterative test, 257
Tuning Settings worksheet, 403, 405-407

U
UDDI. See Universal Description, Discovery and
Integration
Underutilization, 299-304, 317, 325
application serialization, 301
and Bottleneck Removal checklist, 407-408
eexample, 300
insufficient network capacity, 300-301
insufficient resources, 302
insufficient test client resource, 303
problem resolution during TriMont
performance test, 330-332
scalability problem, 303-304
Uneven cluster loading, 299, 314, 315, 317
and Bottleneck Removal checklist, 409
network issues, 315-316
routing issues, 316
Universal Description, Discovery and
Integration, 74
UNIX
CPU monitored on, 286-288
and platform requirements, 194
Usage patterns
future, 144
monitoring, 74-75
User CPU, 286
User load
monitoring, 354
and ramp-up, 192
User per day estimates, 149-152
User pressure, 130
User ramp-up, 267-271
User rate, 14-15
Users, 4, 13, 159
behavior determination, 162-165
concurrent, 5
defined, 149
as hits, 149
idealized, 185
User scenarios, 150-151
User simulations, 133, 190-195
ability to control user load and ramp-up, 192
browser simulation and caching, 192-193
cookie support, 193
hardware and platform support, 194
network address management, 193
think time, 191
V
Variance, 284
Variation
  acceptable, 261
  with downward trend, 261
  high run-to-run, 260
  run-to-run, 259
Verbose garbage collection, 109, 289-291
verbosegc, 109, 289, 308
Vertical scaling, 29-31, 33, 100-101, 106, 272, 345. See also
  Horizontal scaling
  of application server, 101
  and clones, 77, 78
  and heap settings, 111
  and load distribution, 89
  with multiple JVMs, 276
  on-line store, 30-31
  and test environment configuration, 274-277
  traditional store, 29-30
Virtual users
  licenses, 139, 238, 323, 325
  and short-term licenses, 201
  and smaller scripts, 167
  and test costs, 190-191
  and TriMont performance test, 324-325, 329, 330
VMGEAR Optimizeit Suite, 380
vmstat, 286, 287
W
Wait, and CPU monitoring on UNIX systems, 286
Wait time, 19
"Warm-up" period, 192
Web application basics, 36-57
  assorted application server tuning tips, 56-57
  JavaServer Pages, 51-56
  Model-View-Controller design pattern, 36-38
  servlets, 39-51
Web Application checklist, 369-372
Web containers
  and Component checklist, 373
  load balancing between EJB containers and, 277
  and security, 97
  thread pool size, 56
WebLOAD (RadView Software), 382
Web services, 74-75, 140
Web site topologies, 79, 99-105
  best practices, 104-105
  and hardware selection, 103-104
  horizontal scaling, 102-103
  vertical scaling, 100-101
Web site types
  performance characteristics compared for, 140
  performance characteristics of, 189
WebSphere Application Developer Workbench (IBM), 380
WebSphere Application Server (IBM), 293, 294, 302, 316, 385
WebSphere Application Server Resource Analyzer tool (IBM), 289, 297
WebSphere MQSeries (IBM), 130
WebSphere Performance Benchmark Sample (Trade2), 168, 196
Weighting
  scenarios, 197
  test scripts, 181-182, 186, 252
Wily Technologies Introscope, 383-384
Wireless Markup Language (WML), 55
"Write once, run anywhere" capability, 107
X
XML. See Extensible Markup Language
XSL. See Extensible Style Language