
CHAPTER 1

Evolution of the Data Center

The need for consolidation in the data center didn't just occur overnight; we have
been building up to it for a long time. In this chapter, we review the evolution of
today's data center and explain how we have managed to create the complex
information technology (IT) environments that we typically see today.

This chapter presents the following topics:

� “Consolidation Defined” on page 1

� “History of the Data Center” on page 2

� “Complexity in the Data Center” on page 6

Consolidation Defined
According to Webster's College Dictionary, consolidation is the act of bringing together
separate parts into a single or unified whole. In the data center, consolidation can be
thought of as a way to reduce or minimize complexity. If you can reduce the number
of devices you have to manage, and if you can reduce the number of ways you
manage them, your data center infrastructure will be simpler. With a simpler
infrastructure, you should be able to manage your data center more effectively and
more consistently, thereby reducing the cost of managing the data center and
reducing your total cost of ownership (TCO).

When we first started working on consolidation methodologies in 1997, we focused
on server and application consolidation; the goal was to run more than one
application in a single instance of the operating system (OS). Since then, the scope
has widened to the point that virtually everything in the corporate IT environment is
now a candidate for consolidation, including servers, desktops, applications,
storage, networks, and processes.
1

Prentice Hall PTR
This is a sample chapter of  Consolidation in the Data Center: Simplifying IT Environments to Reduce Total Cost of OwnershipISBN: 0-13-045495-8For the full text, visit http://www.phptr.com©2002 Pearson Education. All Rights Reserved.



History of the Data Center
Over the last 40 years, the data center has gone through a tremendous evolution. It
really wasn't that long ago that computers didn't exist. To better understand how we
got to a point where consolidation has become necessary, it's worth taking a look at
the evolution of today's computing environment.

The following sections address the role mainframes, minicomputers, and distributed
computing systems have played in the evolution of the data center in a historical
context. However, it is important to note that many of the qualities mentioned affect
the choices IT architects make today. While mainframes are still the first choice of
many large corporations for running very large, mission-critical applications, the
flexibility and affordability of other options have undoubtedly altered the design
and functionality of data centers of the future.

The Role of Mainframes
Mainframes were the first computers to gain wide acceptance in commercial areas.
Unlike today, when IBM is the sole remaining mainframe vendor, there were several
mainframe manufacturers. Because IBM has always been dominant in that arena, the
major players were known as IBM and the BUNCH (Burroughs, Univac, NCR,
Control Data, and Honeywell). These major players dominated the commercial-
computing market for many years, and were the data processing mainstay for
virtually all major U.S. companies.

The Strength of Mainframes

The strengths of mainframes make them valuable components to nearly every large-
scale data center. These strengths include:

� Power. For many years, mainframes were the most powerful computers available,
and each new generation got bigger and faster. While the power and performance
of distributed computing systems have improved dramatically over the past
several years, mainframes still play an important role in some data centers.

� High utilization rates. Because of the expense involved in purchasing
mainframes and building data centers to house them, mainframe users tend to
use every bit of available computing power. It's not uncommon to find
mainframes with peak utilization rates of over 90 percent.

� Running multiple applications through workload management. Because of the
large investment required to purchase mainframes, it is important for companies
to able to run multiple applications on a single machine.
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To support multiple applications on a single system, mainframe vendors,
especially IBM, developed the concept of workload management. Through
workload management, you can partition a mainframe and allocate its computing
resources such that each application is guaranteed a specific set of resources. This
ability allows corporate IT departments to provide their customers with very high
application availability and very high service levels.

There is no doubt that mainframes are today's champions of workload
management. This isn't surprising since this capability has been evolving over the
last 30 years. For example, you can expect a fully implemented, highly evolved
workload-management system to manage:

� Central processing unit (CPU) usage

� Dispatch priority

� Storage used

� Input/output (I/O) priority

Some workload managers have end-to-end management functions that monitor
what is happening in the application and in the database, and that balance
transaction workloads across multiple application and database regions.

� Well-defined processes and procedures. Because of their size, as well as their
high cost, mainframes are run in data centers where specific processes and
procedures can be used for their management. The IT environments that house
mainframes are generally highly centralized, making it fairly easy to develop very
focused policies and procedures. As a result, audits of mainframe environments
usually show highly disciplined computing environments—a quality that further
contributes to the mainframe's ability to deliver high service levels.

The Problem With Mainframes

While mainframes provide the power and speed customers need, there are some
problems with using them. These problems include:

� Financial expense. The biggest drawback of using mainframes is the expense
involved in purchasing, setting up, and maintaining them. When you exceed the
capacity of a mainframe and have to buy another, your capital budget takes a big
hit. For many years, mainframe manufacturers provided the only computing
alternative available, so they priced their hardware, software, and services
accordingly. The fact that there was competition helped somewhat, but because
vendors had their own proprietary OSs and architectures, once you chose one and
began implementing business-critical applications, you were locked in.

� Limited creative license. In addition to their high cost, the inflexible nature of the
processes and procedures used to manage mainframe environments sometimes
limits the methods developers use to develop and deploy applications.
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� Increased time-to-market. Historically, the length of mainframe development
queues was measured in years. In this environment, the ability of a business to
change its applications or to deploy applications to meet new market needs may
be severely limited.

As a result of the preceding characteristics, and as new alternatives have been made
available, many businesses have moved towards faster and cheaper platforms to
deliver new applications.

The Introduction of Minicomputers
During the 1970s and 1980s, minicomputers (minis) became an attractive alternative
to mainframes. They were much smaller than mainframes, and were much less
expensive. Designed as scientific and engineering computers, minis were adapted to
run business applications. The major players in this market were DEC, HP, Data
General, and Prime.

Initially, companies developed applications on minis because it gave them more
freedom than they had in the mainframe environment. The rules and processes used
in this environment were typically more flexible than those in the mainframe
environment, giving developers freedom to be more creative when writing
applications. In many ways, minis were the first step towards freedom from
mainframe computing.

While this new found freedom was welcomed by many, minis had two significant
deficiencies. First, because minis were small and inexpensive, and didn't need
specialized environments, they often showed up in offices or engineering labs rather
than in traditional data centers. Because of this informal dispersion of computing
assets, the disciplines of mainframe data centers were usually absent. With each
computer being managed the way its owner chose to manage it, a lack of accepted
policies and procedures often led to a somewhat chaotic environment. Further,
because each mini vendor had its own proprietary OS, programs written for one
vendor's mini were difficult to port to another mini. In most cases, changing vendors
meant rewriting applications for the new OS. This lack of application portability was
a major factor in the demise of the mini.

The Rise of Distributed Computing
After minis, came the world of distributed systems. As early users of UNIX™
systems moved out of undergraduate and postgraduate labs and into the corporate
world, they wanted to take the computing freedom of their labs into the commercial
world, and as they did, the commercial environment that they moved into evolved
into today's distributed computing environment.
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One important characteristic of the distributed computing environment was that all
of the major OSs were available on small, low-cost servers. This feature meant that it
was easy for various corporate groups (departments, work groups, etc.) to purchase
servers outside the control of the traditional, centralized IT environment. As a result,
applications often just appeared without following any of the standard development
processes. Engineers programmed applications on their desktop workstations and
used them for what later proved to be mission-critical or revenue-sensitive purposes.
As they shared applications with others in their departments, their workstations
became servers that served many people.

While this distributed environment provided great freedom of computing, it was
also a major cause of the complexity that has led to today's major trend towards
consolidation.

UNIX Operating System

During the late 1960s, programmers at AT&T's Bell Laboratories released the first
version of the UNIX OS. It was programmed in assembly language on a DEC PDP-7.
As more people began using it, they wanted to be able to run their programs on
other computers, so in 1973, they rewrote UNIX in C. That meant that programs
written on one computer could be moved easily to another computer. Soon, many
vendors offered computers with the UNIX OS. This was the start of the modern
distributed computing architecture.

Although the concept of portable UNIX programs was an attractive one, each
vendor enhanced their own versions of UNIX with varying and diverging features.
As a result, UNIX quickly became Balkanized into multiple incompatible OSs. In the
world of commercial computing, Sun became the first of today's major vendors to
introduce a version of UNIX with the SunOS™ system in 1982. Hewlett-Packard
followed soon thereafter with HP-UX. IBM didn't introduce their first release of AIX
until 1986.

Although Linux and Windows NT are growing in popularity in the data center,
UNIX remains the most common and most highly developed of these OSs. It is the
only major OS to adequately support multiple applications in a single instance of the
OS. Workload management is possible on UNIX systems. Although they are not yet
in the mainframe class, the UNIX system’s current workload management features
provide adequate support for consolidation.
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Complexity in the Data Center
All of this freedom to design systems and develop applications any way you want
has been beneficial in that it has allowed applications to be developed and released
very quickly, keeping time-to-market very short. While this can be a tremendous
competitive advantage in today's business environment, it comes at a substantial
cost. As applications become more mission-critical, and as desktop servers move
into formal data centers, the number of servers in a data center grows, making the
job of managing this disparate environment increasingly complex. Lower service
levels and higher service level costs usually result from increased complexity.
Remember, as complexity grows, so does the cost of managing it.

The organizational structures that are typically imposed on those who make the
business decisions that affect data centers and those who manage data centers
further add to this complexity. In most of the IT environments we deal with,
multiple vertical entities control the budgets for developing applications and for
funding the purchase of the servers to run them, while a single centralized IT
operations group manages and maintains the applications and servers used by all of
the vertical entities. This organization is found in nearly every industry including,
but not limited to:

� Commercial companies: Business units, product lines, departments

� Government: Departments, agencies

� Military: Service, division, military base

� Academic: Department, professor, grant funds

In this type of environment, vertical entities have seemingly limitless freedom in
how they develop and deploy applications and servers. Further, operations groups
often have little or no control over the systems they manage or over the methods
they use to manage them. For these reasons, it is very common for each application-
server combination to be implemented and managed differently, and for a data
center to lack the operational discipline found in most mainframe environments.

In these environments, IT operations staff tend to manage systems reactively. If
something breaks, it gets fixed. They spend their time managing what has already
happened rather than managing to prevent problems. Because of this, the IT
operations people are the ones who feel the pain caused by this complexity, and they
are usually the primary drivers of a consolidation project.

The following section explains the causes and effects of server sprawl on your data
center.
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Causes and Effects of Server Sprawl
The most frequent complaint we hear from Sun customers is that they have too
many servers to manage, and that the problem is getting worse. Each new server
adds complexity to their environments, and there is no relief in sight.

In the distributed computing environment, it is common for applications to be
developed following a one-application-to-one-server model. Because funding for
application development comes from vertical business units, and they insist on
having their applications on their own servers, each time an application is put into
production, another server is added. The problem created by this approach is
significant because the one-application-to-one-server model is really a misnomer. In
reality, each new application generally requires the addition of at least three new
servers, and often requires more as follows:

� Development servers. The cardinal rule that you should not develop applications
on the server you use for production creates a need for a separate development
server for each new application. This guideline increases the number of servers
required per application to two.

� Test servers. Once your application is coded, you need to test it before it goes into
production. At a minimum, this requires you to unit test the application. If the
application will interact with other applications, you must also perform
integration testing. This action results in at least one, and possibly two, additional
servers for the testing process. Because many developers insist on testing in an
environment that is as close to the production environment as possible, this
condition often results in large, fully configured test servers with large attached
storage and databases. The server population has now grown to three or four
servers.

� Training servers. If a new application will be used by lots of people, you may
need to conduct training classes. This condition usually results in another server,
so now we're up to four or five servers.

� Multitier servers. Many applications are developed using an n-tier architecture.
In an n-tier architecture, various components of the application are separated and
run on specialized servers; therefore, we frequently see a separate presentation
tier, business tier, and resource tier. This architecture exacerbates server sprawl
and adds to the complexity of the IT environment.

� Cluster and disaster recovery servers. If an application is deemed to be mission-
critical, it may require a clustered environment, requiring one more server. If an
application is extremely mission-critical, for example, like many of those in the
financial district of New York City, it will require a disaster recovery site that
allows for failover to the backup site. These requirements have the potential to
add one or two more servers.

Now you can see how a single new application adds at least seven new servers to a
data center. This configuration is why we see customers with several thousand
servers.
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To fully understand how this type of server sprawl adds complexity to a data center,
you must also recognize that each time you add another server to your environment,
you are also adding:

� Additional data storage that has to be managed and backed up

� Additional networking requirements

� Additional security requirements

Probably the largest impact of server sprawl is the complexity that results from the
methods used to manage the environment. In many distributed computing
environments, we find that there are as many different ways to manage servers as
there are system administrators. This is where the lack of discipline found in data
centers really stands out. If you can somehow take charge of this complexity, you
can eliminate much of it, and simplify your job.

The following chapters explain how you can sell and implement a consolidation
project as a method for reducing complexity and its negative effects.

Summary
This chapter provided a definition of consolidation, and explained how data centers
have evolved to a point where consolidation has become necessary. In addition, it
explained the causes and effects of complexity in today's IT environment. In general,
with complexity comes increased costs, decreased service levels, and decreased
availability. Consolidation seeks to reverse this trend. It is a movement towards
higher service levels and lower service level costs. This goal is the reason
consolidation has been a hot topic for several years, and it is the reason today's
economic environment has accelerated the move to consolidate not just servers, but
everything in the IT environment.

As we dig deeper into consolidation in the following chapters, it's important to
remember that the reason for consolidation is really very simple:

� If you consolidate such that you reduce the number of devices you have to
manage, and if you reduce the number of ways you manage them, you can reduce
the complexity of your environment.

� If you reduce the complexity of your environment, you can increase the efficiency
of your infrastructure.

� If you increase the efficiency of your infrastructure, you increase service levels
and availability, and you lower your TCO.
8 Consolidation in the Data Center


	Consolidation in the Data Center Simplifying Information Technology Environments to Reduce Total ...
	David Hornby and Ken Pepple
	Acknowledgements
	Contents
	1. Evolution of the Data Center�1
	2. Business Aspects of Consolidation�9
	3. Types of Consolidation�25
	4. Consolidation Methodology�39
	5. Performing a Consolidation Feasibility Study�47
	6. Planning a Consolidation Project�67
	7. Assessing Technical Feasibility�85
	8. Designing a Consolidated Architecture�109
	9. Implementing a Consolidated Solution�133
	10. Managing a Consolidated Environment�153
	A. Sample Feasibility Study�165
	B. Sample Application Profile�179

	Preface



	Sun BluePrints Program
	Who Should Use This Book
	Before You Read This Book
	How This Book Is Organized
	Ordering Sun Documents
	Accessing Sun Documentation Online
	1
	Evolution of the Data Center

	Consolidation Defined
	History of the Data Center
	The Role of Mainframes
	The Strength of Mainframes
	The Problem With Mainframes

	The Introduction of Minicomputers
	The Rise of Distributed Computing
	UNIX Operating System


	Complexity in the Data Center
	Causes and Effects of Server Sprawl

	Summary
	2
	Business Aspects of Consolidation

	Establishing a Business Justification for Consolidation
	Reducing IT Costs
	Reduce Costs Associated With Complexity
	Reduce Staffing Costs
	Reduce Building Costs

	Keeping Up With Business Challenges
	Improving Service Levels and Availability
	Minimizing the Impact of External Pressures

	Estimating the Cost of Complexity
	FIGURE�2�1 Cost of Managing Complex Environments

	Understanding Total Cost of Ownership
	Following an Established TCO Methodology
	Gartner’s Definition of TCO
	FIGURE�2�2 Gartner Chart of Accounts—Reasons for Measuring TCO

	Gartner TCO Software
	Simulate TCO
	Sample TCO Simulation
	FIGURE�2�3 Increased TCO Savings With Decreased Number of Servers
	FIGURE�2�4 Return on Investment of $28 Million After Three Years




	Avoiding Common Pitfalls and Failures
	Convincing Business Units to Surrender Their Servers
	Gaining and Maintaining Executive Sponsorship
	Managing Politics
	Applying Best Practices and Adhering to Standards
	Developing and Adhering to Well-Defined Processes
	Relying on Established Consolidation Methodologies
	Considering Prohibitive Bandwidth Costs of High Data-Traffic Applications
	Selecting Appropriate Applications to Consolidate Together
	Identifying Application or Middleware Coexistence Problems
	Considering Legal Requirements to Keep Data Locally

	Summary
	3
	Types of Consolidation

	Consolidating Servers
	Applying Vertical and Horizontal Scalability
	Identifying Patterns in an End-to-End Architecture
	FIGURE�3�1 End-to-End Architecture
	Presentation Tier
	Business Tier
	Resource Tier

	Identifying Types of Consolidation
	Physical Consolidation
	Logical Consolidation
	Rationalization


	Consolidating Applications
	Eliminating Consolidation Candidates
	Applying Backward and Forward Consolidation Strategies
	Consolidating Application Sets
	Consolidating Multiple Database Instances
	Consolidating Similar Workloads

	Consolidating Storage
	Consolidating Servers and Their Associated Storage
	FIGURE�3�2 Consolidating Direct-Attached Storage

	Connecting Heterogeneous Environments to a Single Storage Component
	FIGURE�3�3 Heterogeneous Environments to Single Storage

	Consolidating With Storage Area Networks
	FIGURE�3�4 Storage Area Network (SAN) Configuration


	Consolidating Shared Services
	Consolidating Networks
	Consolidating Data Centers
	Consolidating People Resources and Processes
	Summary
	4
	Consolidation Methodology

	Following a Consolidation Methodology
	FIGURE�4�1 Detailed Phases of Consolidation
	Determining the Feasibility of the Project
	Assessing the Current Environment
	Assess Application Requirements
	Assess Platform Requirements
	Assess Storage Requirements
	Assess Networking Requirements
	Assess Security Requirements
	Assess Infrastructure and Operations Requirements
	Document Requirements and Dependencies

	Designing an Architecture for a Consolidated Environment
	Implementing the Consolidation
	Managing the Consolidated Environment

	Completing Project Phases
	Summary
	5
	Performing a Consolidation Feasibility Study

	Defining Business Objectives
	Sample Business Objectives

	Defining Success Criteria
	Sample Success Criteria

	Defining Project Scope
	Identifying the Inventory
	Compiling a Starting Inventory
	Inventory From the Bottom, Up
	Inventory From the Top, Down


	Simulating Total Cost of Ownership Savings
	Sample TCO Analysis
	Project Assumptions
	Business Assumptions
	Consolidation Scenarios
	TABLE�5�1 Project Server Populations
	TABLE�5�2 Consolidation Costs for a 33 Percent Reduction
	TABLE�5�3 Consolidation Costs for a 50 Percent Reduction
	TABLE�5�4 Consolidation Costs for a 67 Percent Reduction


	Results of the TCO Analysis
	TABLE�5�5 Total Cost of Ownership Analysis for All Scenarios �
	FIGURE�5�1 Comparison of Three Scenarios

	ROI Analysis for Scenario One—33 Percent Reduction
	TABLE�5�6 ROI Analysis for Scenario One�
	FIGURE�5�2 ROI Analysis—Scenario One

	ROI Analysis for Scenario Two—50 Percent Reduction
	TABLE�5�7 ROI Analysis for Scenario Two�
	FIGURE�5�3 ROI Analysis—Scenario Two

	ROI Analysis for Scenario Three—67 Percent Reduction
	TABLE�5�8 ROI Analysis for Scenario Three�
	FIGURE�5�4 ROI Analysis—Scenario Three

	Conclusions From the Sample Project

	Establishing a Proof of Concept
	Identifying a Group of Servers to Consolidate
	Identifying the Initial Storage to Consolidate
	TABLE�5�9 TCO Analysis for Sample Project�
	TABLE�5�10 ROI Analysis for Sample Project�


	Summary
	6
	Planning a Consolidation Project

	Creating a Project Plan
	Defining Consolidation Objectives
	Clarifying Project Scope
	Assessing Consolidation Candidates
	Estimating and Documenting Time Lines
	FIGURE�6�1 Initial Time Line Estimates

	Identifying High-Level Project Phases
	1. Assessment
	2. Architecture
	3. Implementation
	4. Management
	5. Closure
	FIGURE�6�2 Schedule With High-Level Phases


	Setting Major Milestones
	FIGURE�6�3 Phases of First Project Wave

	Developing a Project Plan
	Define the Assessment Phase
	FIGURE�6�4 Detailed Categories and Time Estimates for Assessment Phase

	Define the Architecture Phase
	FIGURE�6�5 Detailed Categories and Time Estimates for Architecture Phase

	Define the Implementation Phase
	FIGURE�6�6 Detailed Categories and Time Estimates for Implementation Phase

	Define the Management Phase
	FIGURE�6�7 Initial Categories and Time Estimates for Management Phase

	Complete the Project Cycle

	Estimating Realistic Durations
	Reporting Project Status

	Identifying Resource Profiles
	Identifying a Project Manager
	Identifying Resources to Assess Requirements and Architect Solutions
	Identifying Resources to Implement and Administer a Project

	Organizing Your Project
	FIGURE�6�8 Project Team Organization Chart

	Summary
	7
	Assessing Technical Feasibility

	Preparing for the Assessment
	Profiling Applications
	Documenting Data Flow
	FIGURE�7�1 Basic Application Mapping
	FIGURE�7�2 Sample Application Process Diagram

	Identifying Dependencies
	Use Process Accounting Tools
	To Enable Process Accounting on Your Server:
	1. Check that the Solaris Operating Environment (Solaris OE) accounting packages are installed.
	2. Enable the accounting startup files (as root).
	3. Add the following entries to the adm user’s crontab.

	Interview Developers and Architects

	Assessing Application Portability
	Documenting the Profile

	Assessing Platforms
	Verifying Inventories
	Assessing Technical Configurations
	Automate the Assessment Process

	Estimating Utilization
	System Activity Reporter
	Performance Software Suites
	FIGURE�7�3 TeamQuest Resource Utilization Report



	Assessing Storage
	Analyzing Online Data
	Analyzing Near-Line Data
	Analyzing Offline Data
	Automating Storage Assessment

	Assessing Networking Requirements
	Assessing Security
	Assessing Infrastructure and Operations
	Revaluating Total Cost of Ownership
	Assessing Risk
	Summary
	8
	Designing a Consolidated Architecture

	Creating an Architecture
	FIGURE�8�1 Architectural Qualities
	Extracting Requirements From Data
	TABLE�8�1 Analyzing Data to Generate Requirements

	Addressing Common Consolidation Design Issues
	Reduce Downtime With Redundant Hardware
	Isolate Failures
	Improve Time to Recover With Clustering
	Managing Resource Contention in Interactive Environments
	FIGURE�8�2 Putting the Pieces Together

	Managing Resource Contention in Batch Environments
	Managing Consolidated Network Communications
	Managing Consolidated Security Concerns


	Addressing Specific Consolidation Architectures
	Considerations for Horizontally Scaled Architectures
	Horizontal Scaling Example

	Considerations for Vertically Scaled Architectures
	Vertical Scaling Example

	Considerations for Architectures With Centralized Databases
	Considerations for Architectures With Consolidated Clusters
	Considerations for Architectures With Collapsed Tiers
	Considerations for Architectures That Utilize Time Shifting
	Considerations for Development, Testing, and Training Environments

	Sizing the Consolidated Architecture
	Construct a System Performance Model
	Project Changes in the Model


	Prototyping the Initial Solution
	Building the Prototype
	Testing the Prototype

	Revising the Solution
	Documenting the Solution
	Summary
	9
	Implementing a Consolidated Solution

	Preparing for the Consolidation
	Creating a Build Specification
	Building the Environment
	Prepare the Physical Environment
	Install Arrays and Servers
	Install the Software Infrastructure
	Install the Application Software
	To Create a chroot Environment:
	1. Test the software and make sure that it works properly and turn on the system trace functional...
	2. Create the chroot environment for the application. This involves creating directory structures...
	a. To create these files, you will need to use the mknod(1M) command. As part of that command, yo...
	b. With the output of that command (“c 13 2” in the example), you can create your /dev/null devic...
	c. Repeat this for all of the devices that you might need to create.

	3. Make sure the partition is mounted with the setuid option.
	4. Move the entire installed software tree to the same place within the chroot environment. The s...
	5. Manually start the application in the chroot environment. Change /chrootdir/ to the directory ...
	6. Using this command changes the root to /chrootdir/ and starts the httpd daemon within the chro...
	7. Modify the application's startup script to include the chroot invocation that you used in the ...
	8. Sanitize the system configuration files to remove any unnecessary information. The less inform...
	9. Test, test, test. While you will formally test the application later, it doesn't hurt to catch...
	10. With the first application in place, repeat this process until all of the applications are in...
	11. As you install and configure each application, have the previously installed applications up ...

	Identify Temporary Hardware Requirements

	Defining a Data Migration Strategy
	Create a Back-Out Process

	Practicing the Consolidation
	Become Familiar With the New Environment

	Backing Up Old Environments

	Implementing the Consolidation
	Migrating Applications
	Testing the Consolidation
	Tuning the Configuration
	FIGURE�9�1 Selecting a System Configuration to Display
	FIGURE�9�2 Selecting Projects to Display
	FIGURE�9�3 Modifying Controls for Resources

	Documenting the Results
	Training the Administration Staff

	Summary
	10
	Managing a Consolidated Environment

	Managing Availability
	FIGURE�10�1 Causes of Downtime in a Data Center
	Identifying Potential Availability Problems
	Implementing Disaster Recovery

	Management Frameworks
	FCAPS
	Information Technology Infrastructure Library
	Sun Ready Availability Assessment
	1. Execution management
	2. Change management
	3. Implementation management
	4. Improvement management
	5. Asset management
	6. Staff management
	7. Service management
	8. Problem management
	9. Account management
	10. Program management
	Execution Management
	Change Management
	FIGURE�10�2 Phases of Change Management

	Implementation Management
	Improvement Management
	Asset Management
	Staff Management
	Service Management
	Problem Management
	Account Management
	Program Management


	Summary
	A
	Sample Feasibility Study
	Introduction
	Management Summary
	1. A 33 percent reduction in the number of UNIX servers
	2. A 50 percent reduction in the number of UNIX servers
	3. A 67 percent reduction in the number of UNIX servers

	Business Objectives
	Criteria for Success
	TCO Assessment Details
	1. The TCO analysis performed is a first-cut, rough analysis of potential savings of server conso...
	2. The server inventory used to determine the current number of servers at Tin Can Networks was f...
	3. Servers included Sun, HP, and IBM.
	4. Consolidation platforms were assumed to be Sun Fire 15K servers. Each server and ancillary har...
	5. The TCO analysis was performed using Gartner’s TCO Manager software and methodology.
	6. No actual costs were collected or used. All results of the simulation are based on the Gartner...
	7. All indicated cost savings are potential. They are an indication of the types of savings that ...
	Other Assumptions
	Scenarios
	Results of TCO Analysis
	FIGURE�A�1 Comparison of Three Scenarios

	ROI Analysis: Scenario One
	FIGURE�A�2 ROI Analysis—Scenario One

	ROI Analysis: Scenario Two
	The following is a graphical representation of this ROI analysis of scenario two.
	FIGURE�A�3 ROI Analysis—Scenario Two


	ROI Analysis: Scenario Three
	FIGURE�A�4 ROI Analysis—Scenario Three


	Conclusions
	B
	Sample Application Profile

	Revision Information
	FIGURE�B�1 Revision Information for Acme Corporation

	Application
	Production Environment
	End-User Overview
	System Uptime Requirements
	End-User Log In
	Batch Cycles
	Sign On During Batch Cycles
	Maintenance Windows
	Dependencies—Application Interfaces
	TABLE�B�1 Interfaces Between Application and Other Systems


	Performance Requirements
	Expected Typical User Response Time
	Batch Processing Window
	TABLE�B�2 Batch Processing Window

	Peak Processing Periods
	Current Server Operation Overview
	Monitoring Needs
	TABLE�B�3 Monitoring Needs for Acme Corporation

	Network and Infrastructure Services Used by Application
	Naming Service Requirements
	Project Constraints
	Security Requirements


	Application Failover Configuration Requirements
	Prerequisite Software Components
	TABLE�B�4 Prerequisite Software Components for Acme Corporation �

	Kernel Configuration Changes
	Miscellaneous
	Database Sizing Information
	Portability Issues
	Existing Deficiencies

	Printing Architecture
	Network Architecture
	Detailed TCP/IP Port Requirements
	TABLE�B�5 TCP/IP Port Allocation Requirements

	File System Requirements
	Hardware Requirements
	Storage Requirements
	TABLE�B�6 Storage Requirements

	Network Requirements
	CPU Requirements
	Memory Requirements
	Other Requirements

	Non-UNIX Infrastructure Components
	Glossary
	air gap
	architecture
	archive
	backward consolidation
	begin script
	boot block
	boot server
	business tier
	client-server architecture
	configuration
	configuration server
	daemon
	default
	demand-only connection
	dependent keyword
	device driver
	DHCP
	direct costs
	disaster recovery
	DNS
	driver script
	encapsulation
	FCAPS
	feasibility study
	forward consolidation
	FTP
	granularity
	HTTP
	independent keyword
	install server
	installation client
	interactive installation
	indirect costs
	IP address
	ITIL
	kernel
	keyword
	LAN
	LDAP
	logical consolidation
	man pages
	n-tier architecture
	name services
	NAS
	network segmentation
	NFS
	NIS
	NIS+
	N-tier architectures
	OBP
	OS
	patches
	physical consolidation
	presentation tier
	rationalization
	resource profiles
	resource tier
	ROI
	SAN
	snapshot
	staging environment
	TCO
	TCP/IP
	validate
	VLAN
	VxVM
	WAN
	Index


	A
	B
	C
	D
	E
	F
	G
	H
	I
	L
	M
	N
	O
	P
	R
	S
	T
	U
	V
	W

