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Command Syntax Conventions

The conventions used to present command syntax in this book are the same conventions used in the IOS Command Reference. The Command Reference describes these conventions as follows:

- **Boldface** indicates commands and keywords that are entered literally as shown. In actual configuration examples and output (not general command syntax), boldface indicates commands that are manually input by the user (such as a `show` command).
-  **Italic** indicates arguments for which you supply actual values.
■ Vertical bars (|) separate alternative, mutually exclusive elements.
■ Square brackets ([ ]) indicate an optional element.
■ Braces ({{}}) indicate a required choice.
■ Braces within brackets ({{}}) indicate a required choice within an optional element.
Introduction

About the Exam

Congratulations! If you are reading far enough to look at this book’s Introduction, you’ve probably already decided to pursue your Cisco CCNA Data Center certification. Cisco dominates the networking marketplace, and after a few short years of entering the server marketplace, Cisco has achieved significant market share and has become one of the primary vendors for server hardware. If you want to succeed as a technical person in the networking industry in general, and in data centers in particular, you need to know Cisco. Getting your CCNA Data Center certification is a great first step in building your skills and becoming a recognized authority in the data center field.

Exams That Help You Achieve CCNA Data Center Certification

Cisco CCNA Data Center is an entry-level Cisco data center certification that is also a prerequisite for other Cisco Data Center certifications. CCNA Data Center itself has no other prerequisites. To achieve the CCNA Data Center certification, you must pass two exams: 200-150 Introduction to Cisco Data Center Networking (DCICN) and 200-155 Introduction to Cisco Data Center Technologies (DCICT), as shown in Figure I-1.

The DCICN and DCICT exams differ quite a bit in terms of the topics covered. DCICN focuses on networking technology. In fact, it overlaps quite a bit with the topics in the ICND1 100-105 exam, which leads to the Cisco Certified Entry Network Technician (CCENT) certification. DCICN explains the basics of networking, focusing on Ethernet switching and IP routing. The only data center focus on the DCICN exam is that all the configuration and verification examples use Cisco Nexus data center switches.

The DCICT exam instead focuses on technologies specific to the data center. These technologies include Unified Computing, Unified Fabric, network virtualization, Application Centric Infrastructure, cloud computing, automation and orchestration, as well as the other data networking features unique to the Cisco Nexus series of switches.
Types of Questions on the Exams

Cisco certification exams follow the same general format. At the testing center, you sit in a quiet room in front of the PC. Before the exam timer begins, you can complete a few other tasks on the PC; for example, you can take a sample quiz just to get accustomed to the PC and the testing engine. Anyone who has basic skills in getting around a PC should have no problems with the testing environment.

After the exam starts, you are presented with a series of questions, one at a time, on the PC screen. The questions typically fall into one of the following categories:

- Multiple choice, single answer
- Multiple choice, multiple answers
- Testlet
- Drag-and-drop (DND)
- Simulated lab (sim)
- Simlet

The first three items in the list are all multiple-choice questions. The multiple-choice format requires you to point to and click a circle or square beside the correct answer(s). Cisco traditionally tells you how many answers you need to choose, and the testing software prevents you from choosing too many answers. The testlet asks you several multiple-choice questions, all based on the same larger scenario.

DND questions require you to move some items around in the graphical user interface (GUI). You left-click the mouse to hold the item, move it to another area, and release the mouse button to place the item in its destination (usually into a list). For some questions, to get the question correct, you might need to put a list of items in the proper order or sequence.

The last two types, sim and simlet questions, both use a network simulator to ask questions. Interestingly, the two types enable Cisco to assess two very different skills. First, sim questions generally describe a problem, while your task is to configure one or more routers and switches to fix it. The exam then grades the question based on the configuration you changed or added. Basically, these questions begin with a broken configuration, and you must fix it to answer the question correctly.

Simlet questions also use a network simulator, but instead of answering the question by changing or adding the configuration, they include one or more multiple-choice questions. These questions require you to use the simulator to examine network behavior by interpreting the output of show commands you decide to leverage to answer the question. Whereas sim questions require you to troubleshoot problems related to configuration, simlets require you to analyze both working and broken networks, correlating show command output with your knowledge of networking theory and configuration commands.

You can watch and even experiment with these command types using the Cisco Exam Tutorial. To find the Cisco Certification Exam Tutorial, go to www.cisco.com and search for "exam tutorial."
What’s on the DCICT Exam?

Everyone has always wanted to know what is on the test, for any test, since the early days of school. Cisco openly publishes the topics of each of its certification exams. Cisco wants the candidates to know the variety of topics and get an idea about the kinds of knowledge and skills required for each topic.

Exam topics are very specific, and the verb used in their description is very important. The verb tells us to what degree the topic must be understood and what skills are required. For example, one topic might begin with “Describe...,” another with “Configure...,” another with “Verify...,” and another with “Troubleshoot...”. Questions beginning with “Troubleshoot” require the highest skills level, because to troubleshoot, you must understand the topic, be able to configure it (to see what’s wrong with the configuration), and be able to verify it (to find the root cause of the problem). Pay attention to the question verbiage.

Cisco’s posted exam topics, however, are only guidelines. Cisco’s disclaimer language mentions that fact. Cisco makes an effort to keep the exam questions within the confines of the stated exam topics, and we know from talking to those involved that every question is analyzed for whether it fits the stated exam topic.

DCICT 200-155 Exam Topics

The exam topics for both the DCICN and the DCICT exams can be easily found at Cisco.com by searching. Alternatively, you can go to www.cisco.com/go/ccna, which gets you to the page for CCNA Routing and Switching, where you can easily navigate to the nearby CCNA Data Center page.

Over time, Cisco has begun making two stylistic improvements to the posted exam topics. In the past, the topics were simply listed as bullets with indentation to imply subtopics under a major topic. More often today, including for the DCICN and DCICT exam topics, Cisco also numbers the exam topics, making it easier to refer to specific topics. Additionally, Cisco lists the weighting for each of the major topic headings. The weighting tells the percentage of points from your exam, which should come from each major topic area. The DCICT contains five major headings with their respective weighting, shown in Table I-1.

Table I-1  Five Major Topic Areas in the DCICT 200-155 Exam

<table>
<thead>
<tr>
<th>Number</th>
<th>Exam Topic</th>
<th>Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Unified Computing</td>
<td>25%</td>
</tr>
<tr>
<td>2.0</td>
<td>Network Virtualization</td>
<td>17%</td>
</tr>
<tr>
<td>3.0</td>
<td>Cisco Data Center Networking Technologies</td>
<td>26%</td>
</tr>
<tr>
<td>4.0</td>
<td>Automation and Orchestration</td>
<td>15%</td>
</tr>
<tr>
<td>5.0</td>
<td>Application Centric Infrastructure</td>
<td>17%</td>
</tr>
</tbody>
</table>
Note that while the weighting of each topic area tells you something about the exam, in the authors' opinion, the weighting probably does not change how you study. All five topic areas hold enough weighting so that if you completely ignore an individual topic, you probably will not pass. Furthermore, data center technologies require you to put many concepts together, so you need all the pieces before you can understand the holistic view. The weighting might indicate where you should spend a little more time during the last days before taking the exam, but otherwise, plan to study all the exam topics.

Tables I-2 through I-6 list the details of the exam topics, with one table for each of the major topic areas listed in Table I-1. Note that these tables also list the book chapters that discuss each of the exam topics.

### Table I-2 Exam Topics in the First Major DCICT Exam Topic Area

<table>
<thead>
<tr>
<th>Number</th>
<th>Exam Topic</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Unified Computing</td>
<td>7, 8, 9, 10, 11</td>
</tr>
<tr>
<td>1.1</td>
<td>Describe common server types and connectivity found in a data center</td>
<td>7</td>
</tr>
<tr>
<td>1.2</td>
<td>Describe the physical components of the Cisco UCS</td>
<td>7</td>
</tr>
<tr>
<td>1.3</td>
<td>Describe the concepts and benefits of Cisco UCS hardware abstraction</td>
<td>9</td>
</tr>
<tr>
<td>1.4</td>
<td>Perform basic Cisco UCS configuration</td>
<td>8, 10</td>
</tr>
<tr>
<td>1.4.a</td>
<td>Cluster high availability</td>
<td>8, 10</td>
</tr>
<tr>
<td>1.4.b</td>
<td>Port roles</td>
<td>8, 10</td>
</tr>
<tr>
<td>1.4.c</td>
<td>Hardware discovery</td>
<td>8, 10</td>
</tr>
<tr>
<td>1.5</td>
<td>Describe server virtualization concepts and benefits</td>
<td>11</td>
</tr>
<tr>
<td>1.5.a</td>
<td>Hypervisors</td>
<td>11</td>
</tr>
<tr>
<td>1.5.b</td>
<td>Virtual switches</td>
<td>11</td>
</tr>
<tr>
<td>1.5.c</td>
<td>Shared storage</td>
<td>11</td>
</tr>
<tr>
<td>1.5.d</td>
<td>Virtual Machine components</td>
<td>11</td>
</tr>
<tr>
<td>1.5.e</td>
<td>Virtual Machine Manager</td>
<td>11</td>
</tr>
</tbody>
</table>

### Table I-3 Exam Topics in the Second Major DCICT Exam Topic Area

<table>
<thead>
<tr>
<th>Number</th>
<th>Exam Topic</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>Network Virtualization</td>
<td>2, 4, 5, 6</td>
</tr>
<tr>
<td>2.1</td>
<td>Describe the components and operations of Cisco virtual switches</td>
<td>4</td>
</tr>
<tr>
<td>2.2</td>
<td>Describe the concepts of overlays</td>
<td>5</td>
</tr>
<tr>
<td>2.2.a</td>
<td>OTV</td>
<td>5</td>
</tr>
<tr>
<td>Number</td>
<td>Exam Topic</td>
<td>Chapter</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>2.2.b</td>
<td>NVGRE</td>
<td>5</td>
</tr>
<tr>
<td>2.2.c</td>
<td>VXLAN</td>
<td>5</td>
</tr>
<tr>
<td>2.3</td>
<td>Describe the benefits and perform simple troubleshooting of VDC STP</td>
<td>6</td>
</tr>
<tr>
<td>2.4</td>
<td>Compare and contrast the default and management VRFs</td>
<td>6</td>
</tr>
<tr>
<td>2.5</td>
<td>Differentiate between the data, control, and management planes</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table I-4** Exam Topics in the Third Major DCICT Exam Topic Area

<table>
<thead>
<tr>
<th>Number</th>
<th>Exam Topic</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>Cisco Data Center Networking Technologies</td>
<td>1, 2, 3, 6</td>
</tr>
<tr>
<td>3.1</td>
<td>Describe, configure, and verify FEX connectivity</td>
<td>6</td>
</tr>
<tr>
<td>3.2</td>
<td>Describe, configure, and verify basic vPC features</td>
<td>1</td>
</tr>
<tr>
<td>3.3</td>
<td>Describe, configure, and verify FabricPath</td>
<td>1</td>
</tr>
<tr>
<td>3.4</td>
<td>Describe, configure, and verify unified switch ports</td>
<td>3</td>
</tr>
<tr>
<td>3.5</td>
<td>Describe the features and benefits of Unified Fabric</td>
<td>3</td>
</tr>
<tr>
<td>3.6</td>
<td>Describe and explain the use of role-based access control within the data center infrastructure</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table I-5** Exam Topics in the Fourth Major DCICT Exam Topic Area

<table>
<thead>
<tr>
<th>Number</th>
<th>Exam Topic</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>Automation and Orchestration</td>
<td>15, 16, 17</td>
</tr>
<tr>
<td>4.1</td>
<td>Explain the purpose and value of using APIs</td>
<td>15</td>
</tr>
<tr>
<td>4.2</td>
<td>Describe the basic concepts of cloud computing</td>
<td>15</td>
</tr>
<tr>
<td>4.3</td>
<td>Describe the basic functions of a Cisco UCS Director</td>
<td>16</td>
</tr>
<tr>
<td>4.3.a</td>
<td>Management</td>
<td>16</td>
</tr>
<tr>
<td>4.3.b</td>
<td>Orchestration</td>
<td>17</td>
</tr>
<tr>
<td>4.3.c</td>
<td>Multitenancy</td>
<td>16</td>
</tr>
<tr>
<td>4.3.d</td>
<td>Chargeback</td>
<td>16</td>
</tr>
<tr>
<td>4.3.e</td>
<td>Service offerings</td>
<td>16</td>
</tr>
<tr>
<td>4.3.f</td>
<td>Catalogs</td>
<td>16</td>
</tr>
<tr>
<td>4.4</td>
<td>Interpret and troubleshoot a Cisco UCS Director workflow</td>
<td>17</td>
</tr>
</tbody>
</table>
Table I-6 Exam Topics in the Fifth Major DCICT Exam Topic Area

<table>
<thead>
<tr>
<th>Number</th>
<th>Exam Topic</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>Application Centric Infrastructure</td>
<td>12, 13, 14</td>
</tr>
<tr>
<td>5.1</td>
<td>Describe the architecture of an ACI environment</td>
<td>12</td>
</tr>
<tr>
<td>5.1.a</td>
<td>Basic policy resolution</td>
<td>12</td>
</tr>
<tr>
<td>5.1.b</td>
<td>APIC controller</td>
<td>12</td>
</tr>
<tr>
<td>5.1.c</td>
<td>Spine leaf</td>
<td>12</td>
</tr>
<tr>
<td>5.1.d</td>
<td>APIs</td>
<td>12</td>
</tr>
<tr>
<td>5.2</td>
<td>Describe the fabric discovery process</td>
<td>12</td>
</tr>
<tr>
<td>5.3</td>
<td>Describe the policy-driven, multitier application deployment model and its benefits</td>
<td>14</td>
</tr>
<tr>
<td>5.4</td>
<td>Describe the ACI logical model</td>
<td>13</td>
</tr>
<tr>
<td>5.4.a</td>
<td>Tenants</td>
<td>13</td>
</tr>
<tr>
<td>5.4.b</td>
<td>Context</td>
<td>13</td>
</tr>
<tr>
<td>5.4.c</td>
<td>Bridge domains</td>
<td>13</td>
</tr>
<tr>
<td>5.4.d</td>
<td>EPG</td>
<td>13</td>
</tr>
<tr>
<td>5.4.e</td>
<td>Contracts</td>
<td>13</td>
</tr>
</tbody>
</table>

**NOTE** Because it is possible for exam topics to change over time, it might be worth the time to double-check the exam topics as listed on the Cisco website (http://learningnetwork.cisco.com and navigate to the CCNA Data Center page).

**About the Book**

This book discusses the content and skills needed to pass the 200-155 DCICT certification exam, which is the second and final exam to achieve CCNA Data Center certification. This book is the companion title to CCNA Data Center DCICN 200-150 Official Cert Guide, which discusses the content needed to pass the 200-150 DCICN certification exam.

We strongly recommend that you plan and structure your learning to align with both exam requirements.

**Book Features**

The most important and somewhat obvious objective of this book is to help you pass the DCICT exam and achieve the CCNA Data Center certification. In fact, if the primary objective of this book were different, the book's title would be misleading! At the same time, the methods used in this book to help you pass the exam are also designed to...
make you much more knowledgeable in the general field of the data center and help you in your daily job responsibilities.

This book uses several tools to help you discover your weak topic areas, to help you improve your knowledge and skills with those topics, and to prove that you have retained your knowledge of those topics. Importantly, this book does not try to help you pass the exams only by memorization, but by truly learning and understanding the topics. CCNA entry-level certification is the foundation for many of the Cisco professional-level certifications, and it would be a disservice to you if this book did not help you truly learn the material. This book helps you pass the CCNA exam by using the following methods:

- Helping you discover which exam topics you have not mastered
- Providing explanations and information to fill in your knowledge gaps
- Supplying exercises that enhance your ability to grasp topics and deduce the answers to subjects related to the exam
- Providing practice exercises on the topics and the testing process via test questions on the companion website

Chapter Features

To help you customize study time using this book, the core chapters have several features that help you make the best use of your time:

- "Do I Know This Already?" Quizzes: Each chapter begins with a quiz that helps you determine the amount of time you need to spend studying the chapter.
- Foundation Topics: These are the core sections of each chapter. They explain the protocols, concepts, and configuration for the topics in the chapter.
- Exam Preparation Tasks: At the end of the "Foundation Topics" section of each chapter, the "Exam Preparation Tasks" section lists a series of study activities that should be completed at the end of the chapter. Each chapter includes the activities that make the most sense for studying the topics in that chapter. The activities include the following:
  - Review All Key Topics: The Key Topic icon is shown next to the most important items in the "Foundation Topics" section of the chapter. The "Review All Key Topics" activity lists the key topics from the chapter and their corresponding page numbers. Although the content of the entire chapter could appear on the exam, you should definitely know the information listed in each key topic.
  - Complete Tables and Lists from Memory: To help you exercise your memory and memorize certain lists of facts, many of the more important lists and tables from the chapter are included in Appendix B, "Memory Tables." This document lists only partial information, allowing you to complete the table or list.
  - Define Key Terms: Although the exam might be unlikely to ask a question such as, "Define this term," the CCNA exams require that you learn and know a lot of networking terminology. This section lists the most important terms from the chapter,
asking you to write a short definition and compare your answer to the Glossary at the end of this book.

- **References:** Some chapters contain a list of reference links for additional information and details on the topics discussed in that particular chapter.

## Part Review

The part review tasks help you prepare to apply all the concepts you learned in that part of the book. Each book part contains several related chapters. The part review includes sample test questions that require you to apply the concepts from multiple chapters in that part, uncovering what you truly understood and what you did not quite yet understand.

The part reviews list tasks, along with checklists, so that you can track your progress. The following list explains the most common tasks you will see in the part review:

- **Repeat All “Do I Know This Already?” Questions:** Although you have already seen the “Do I Know This Already?” questions from the chapters in a part, answering those questions again can be a useful way to review facts. The “Part Review” section suggests that you repeat the “Do I Know This Already?” questions, but use the Pearson IT Certification Practice Test (PCPT) exam software that comes with the book for extra practice in answering multiple-choice questions on a computer.

- **Answer “Part Review” Questions:** The PCPT exam software includes several exam databases. One exam database holds “Part Review” questions, written specifically for part reviews. These questions purposefully include multiple concepts in each question, sometimes from multiple chapters, to help build the skills needed for the more challenging analysis questions on the exams.

- **Review Key Topics:** Yes, again! They are indeed the most important topics in each chapter.

- **Self-Assessment Questionnaire:** The exam is unlikely to ask a question such as, “Define this term,” but the CCNA exams require that you learn and know a lot of technology concepts and architectures. This section asks you some open questions that you should try to describe or explain in your own words. This will help you develop a thorough understanding of important exam topics pertaining to that part.

## Final Prep Tasks

Chapter 18, “Final Preparation,” lists a series of tasks that you can use for your final preparation before taking the exam.
Other Features

In addition to the features in each of the core chapters, this book, as a whole, has additional study resources, including the following:

- **Practice Exam:** The companion website contains the powerful PCPT exam engine. You can answer the questions in study mode or take simulated DCICT exams with the website and activation code included in this book.

- **eBook:** If you are interested in obtaining an e-book version of this title, we have included a special offer on a coupon card inserted in the cardboard sleeve in the back of the book. This offer enables you to purchase the *CCNA Data Center DCICT 200-155 Official Cert Guide, Premium Edition* e-book and practice test at a 70 percent discount off the list price. In addition to three versions of the e-book—PDF (for reading on your computer), EPUB (for reading on your tablet, mobile device, or Nook or other e-reader), and Mobi (the native Kindle version)—you will receive additional practice test questions and enhanced practice test features.

- **Companion website:** The website www.ciscopress.com/title/9781587205910 posts up-to-the-minute material that further clarifies complex exam topics. Check this site regularly for new and updated postings written by the authors that provide further insight into the more troublesome topics on the exam.

- **PearsonITCertification.com:** The website www.pearsonitcertification.com is a great resource for all things IT-certification related. Check out the great CCNA articles, videos, blogs, and other certification preparation tools from the industry’s best authors and trainers.

Book Organization, Chapters, and Appendixes

This book contains 17 core chapters—Chapters 1 through 17, with Chapter 18 including some suggestions for how to approach the actual exams. Each core chapter covers a subset of the topics on the 200-155 DCICT exam. The core chapters are organized into sections. The core chapters cover the following topics:

**Part I: Data Center Networking Technologies**

- **Chapter 1, “Data Center Networking.”** This chapter provides an overview of the data center networking architecture and design practices relevant to the exam. It goes into the detail of multilayer data center network design and technologies, such as port channel, virtual port channel, and Cisco FabricPath. Basic configuration and verification commands for these technologies are also included in this chapter.

- **Chapter 2, “Management and Monitoring of Cisco Nexus Devices.”** This chapter is an overview of operational planes of the Nexus platform—the data plane, control plane, and management plane. It explains the functions performed by each plane and provides an overview of out-of-band and in-band management interfaces. The Nexus platform provides several methods for device configuration and management. These methods are discussed, inclusive of important commands for initial setup, configuration, and verification. Readers will be introduced to Cisco NX-API, which allows using...
HTTP/HTTPS as a transport to access and program the Cisco Nexus switches. This chapter also identifies the mechanism available in the Nexus platform to protect the control plane of the switch.

- **Chapter 3, “Unified Fabric Overview:”** This chapter offers an overview of challenges faced by today’s data centers. It focuses on how Cisco Unified Fabric architecture addresses those challenges by converging traditionally disparate network and storage environments while providing a platform for scalable, secure, and intelligent services. It also takes a look at some of the technologies allowing extension of the Unified Fabric environment beyond the boundary of a single data center.

### Part II: Network Virtualization

- **Chapter 4, “Cisco Nexus 1000V and Virtual Switching:”** This chapter starts by describing the challenges of current virtual switching layers in data centers and then introduces the distributed virtual switches and, in particular, the Cisco vision—Cisco Nexus 1000V. The chapter explains installation options, commands to verify initial configuration of virtual Ethernet modules, virtual supervisor modules, and integration with VMware vCenter Server.

- **Chapter 5, “Data Center Overlay Networks:”** This chapter covers the latest Cisco innovations in the data center extension solutions and in the LAN extension in particular. Readers will learn about OTV, VXLAN, and NVGRE overlay protocols, which provide Layer 2 over Layer 3 connectivity in today’s data center networks.

- **Chapter 6, “Virtualizing Cisco Network Devices:”** This chapter covers the virtualization capabilities of the Nexus switches, using virtual device contexts (VDCs) and network interface virtualization (NIV). It details the VDC concept and the VDC deployment scenarios. The different VDC types and commands used to configure and verify the setup are also included in the chapter. Also covered in this chapter is the NIV—what it is, how it works, and how it is configured.

### Part III: Cisco Unified Computing

- **Chapter 7, “Cisco UCS Architecture:”** This chapter begins with a quick fly-by on the evolution of server computing, followed by an introduction to the Cisco UCS value proposition, hardware, and software portfolio. Then the chapter explains UCS architecture in terms of component connectivity options and unification of blade and rack-mount server connectivity. It also details the Cisco Integrated Management Controller architecture and purpose.

- **Chapter 8, “Cisco UCS Manager:”** This chapter starts by describing how to set up, configure, and verify the Cisco UCS Fabric Interconnect cluster. It then describes the process of hardware and software discovery in Cisco UCS. It also explains how to monitor and verify this process.

- **Chapter 9, “Cisco Unified Computing System Pools, Policies, Templates, and Service Profiles:”** This chapter explains the hardware abstraction layer in more detail and how it relates to stateless computing. Then it explains logical and physical resource pools and the essentials to create templates and aid rapid deployment of service profiles. As a bonus, you also see notes, tips, and most relevant features.
Chapter 10, “Administration, Management, and Monitoring of Cisco UCS:”
This covers some of the important features used when administering and monitoring Cisco UCS. It also introduces Cisco UCS XML, goUCS automation toolkit, and the well-documented UCS XML API using the Python SDK.

Chapter 11, “Server Virtualization Solutions:” This chapter takes a peek into the history of server virtualization and discusses fundamental principles behind different types of server virtualization technologies. It evaluates the benefits and challenges of server virtualization while offering approaches to mitigate performance and security concerns.

Part IV: Application Centric Infrastructure

Chapter 12, “ACI Architecture:” This chapter discusses the ACI in four main areas: the ACI architecture and how it ties to software-defined networking (SDN), the Cisco application policy infrastructure controller (APIC) and ACI components, the application programming interface (API), and basic policy resolution in ACI. As a bonus, you will learn the latest ACI product portfolio, fundamental concepts, and advantages of ACI.

Chapter 13, “ACI Logical Model and Policy Framework:” This chapter outlines the ACI policy model logical constructs. It introduces readers to a basic level of understanding about the model, what this policy model contains, and how to work with it. The complete object model contains a hierarchy of data center interactions. The most extensive information resource, which is available at this moment, is the APIC Management Information Model Reference packaged with the APIC itself.

Chapter 14, “Operating ACI:” This chapter starts by explaining the three-tier Application model. It outlines the ACI hypervisor integration from multiple vendors, service integration, Cisco application virtual switch (AVS), and Openstack integration. Technologies that deliver telemetry for ACI fabric are also explained.

Part V: Automation and Orchestration

Chapter 15, “Cloud Computing:” This chapter peeks into the history of cloud computing and provides an overview of various cloud computing deployment and services models for public, private, and hybrid environments. It discusses the use of application programming interfaces (APIs) to power a programmatic approach to provisioning and operating IT infrastructure elements for an unparalleled agility.

Chapter 16, “UCS Director:” This chapter gives readers an overview of UCS Director features and functions that are relevant to the DCICT exam. It also provides configuration and troubleshooting guidelines and information about using UCS Director to simplify data center management.

Chapter 17, “Understanding and Troubleshooting UCSD Workflows:” This chapter offers readers a glimpse of UCS Director orchestration. It provides necessary information about workflow designer to create, validate, execute, and troubleshoot UCS Director workflows.
Part VI: Final Preparation

- **Chapter 18, “Final Preparation:”** This chapter suggests a plan for exam preparation after you have finished the core parts of the book, in particular explaining the many study options available in the book.

- **Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes:”** This includes the answers to all the questions from Chapters 1 through 17.

- **Appendix B, “Memory Tables:”** This holds the key tables and lists from each chapter, with some of the content removed. You can print this appendix and, as a memory exercise, complete the tables and lists. The goal is to help you memorize facts that can be useful on the exams.

- **Appendix C, “Memory Tables Answer Key:”** This contains the answer key for the exercises in Appendix B.

- **The Glossary** contains definitions for all the terms listed in the “Define Key Terms” section at the conclusion of Chapters 1 through 17.

Appendix On the Companion Website

- **Appendix D, “Study Planner:”** This is a spreadsheet with major study milestones enabling you to track your progress through your study.

Reference Information

This short section contains a few topics available for reference elsewhere in the book. You may read these when you first use the book, but you may also skip these topics and refer to them later. In particular, make sure to note the final page of this Introduction, which lists several contact details, including how to get in touch with Cisco Press.

Companion Website

Register this book to get access to the Pearson IT Certification test engine and other study materials plus additional bonus content. Check this site regularly for new and updated postings written by the authors that provide further insight into the more troublesome topics on the exam. Be sure to check the box that you would like to hear from us to receive updates and exclusive discounts on future editions of this product or related products.

To access this companion website, follow these steps:

1. Go to www.pearsonITcertification.com/register and log in or create a new account.
2. Enter the ISBN: 9781587205910.
3. Answer the challenge question as proof of purchase.
4. Click on the "Access Bonus Content" link in the Registered Products section of your account page, to be taken to the page where your downloadable content is available.

Please note that many of our companion content files can be very large, especially image and video files.

If you are unable to locate the files for this title by following the steps above, please visit www.pearsonITcertification.com/contact and select the "Site Problems/Comments" option. Our customer service representatives will assist you.

Pearson IT Certification Practice Test Engine and Questions

The companion website includes the Pearson IT Certification Practice Test engine—software that displays and grades a set of exam-realistic multiple-choice questions. Using the Pearson IT Certification Practice Test engine, you can either study by going through the questions in Study Mode, or take a simulated exam that mimics real exam conditions. You can also serve up questions in a Flash Card Mode, which will display just the question and no answers, challenging you to state the answer in your own words before checking the actual answers to verify your work.

The installation process requires two major steps: installing the software and then activating the exam. The website has a recent copy of the Pearson IT Certification Practice Test engine. The practice exam (the database of exam questions) is not on this site.

**NOTE** The cardboard sleeve in the back of this book includes a piece of paper. The paper lists the activation code for the practice exam associated with this book. Do not lose the activation code. On the opposite side of the paper from the activation code is a unique, one-time-use coupon code for the purchase of the Premium Edition eBook and Practice Test.

Install the Software

The Pearson IT Certification Practice Test is a Windows-only desktop application. You can run it on a Mac using a Windows virtual machine, but it was built specifically for the PC platform. The minimum system requirements are as follows:

- Windows 10, Windows 8.1, or Windows 7
- Microsoft .NET Framework 4.0 Client
- Pentium-class 1GHz processor (or equivalent)
- 512 MB RAM
- 650 MB disk space plus 50 MB for each downloaded practice exam
- Access to the Internet to register and download exam databases
The software installation process is routine compared with other software installation processes. If you have already installed the Pearson IT Certification Practice Test software from another Pearson product, there is no need for you to reinstall the software. Simply launch the software on your desktop and proceed to activate the practice exam from this book by using the activation code included in the access code card sleeve in the back of the book.

The following steps outline the installation process:

1. Download the exam practice test engine from the companion site.
2. Respond to windows prompts as with any typical software installation process.

The installation process will give you the option to activate your exam with the activation code supplied on the paper in the cardboard sleeve. This process requires that you establish a Pearson website login. You need this login to activate the exam, so please do register when prompted. If you already have a Pearson website login, there is no need to register again. Just use your existing login.

Activate and Download the Practice Exam

Once the exam engine is installed, you should then activate the exam associated with this book (if you did not do so during the installation process) as follows:

1. Start the Pearson IT Certification Practice Test software from the Windows Start menu or from your desktop shortcut icon.
2. To activate and download the exam associated with this book, from the My Products or Tools tab, click the Activate Exam button.
3. At the next screen, enter the activation key from paper inside the cardboard sleeve in the back of the book. Once you’ve entered the key, click the Activate button.
4. The activation process will download the practice exam. Click Next, and then click Finish.

When the activation process completes, the My Products tab should list your new exam. If you do not see the exam, make sure that you have selected the My Products tab on the menu. At this point, the software and practice exam are ready to use. Simply select the exam and click the Open Exam button.

To update a particular exam you have already activated and downloaded, display the Tools tab and click the Update Products button. Updating your exams will ensure that you have the latest changes and updates to the exam data.

If you want to check for updates to the Pearson Cert Practice Test exam engine software, display the Tools tab and click the Update Application button. You can then ensure that you are running the latest version of the software engine.
Activating Other Exams

The exam software installation process, and the registration process, only has to happen once. Then, for each new exam, only a few steps are required. For instance, if you buy another Pearson IT Certification Cert Guide, extract the activation code from the cardboard sleeve in the back of that book; you do not even need the exam engine at this point. From there, all you have to do is start the exam engine (if not still up and running) and perform Steps 2 through 4 from the previous list.

Assessing Exam Readiness

Exam candidates never really know whether they are adequately prepared for the exam until they have completed about 30 percent of the questions. At that point, if you are not prepared, it is too late. The best way to determine your readiness is to work through the “Do I Know This Already?” quizzes at the beginning of each chapter and review the foundation and key topics presented in each chapter. It is best to work your way through the entire book unless you can complete each subject without having to do any research or look up any answers.

Premium Edition eBook and Practice Tests

This book also includes an exclusive offer for 70 percent off the Premium Edition eBook and Practice Tests edition of this title. Please see the coupon code included with the cardboard sleeve for information on how to purchase the Premium Edition.

How to View Only “Do I Know This Already?” Questions by Part

Each “Part Review” section asks you to repeat the “Do I Know This Already?” quiz questions from the chapters in that part. Although you could simply scan the book pages to review these questions, it is slightly better to review these questions from inside the PCPT software, just to get a little more practice in how to read questions from the testing software.
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CHAPTER 4

Cisco Nexus 1000V and Virtual Switching

With server virtualization, a physical server can now run multiple workloads as virtual machines. Each virtual machine will be running its own guest operating system and invariably will require access to different networks. The virtual switching layers on hypervisors achieve this by giving you port groups (virtual patch cords), vSwitches (virtual switches in software), and associated uplinks (physical uplinks associated to those vSwitches), for example, on VMware ESX or ESXi hypervisors. Similar constructs are offered in various flavors of hypervisors available today to enable virtual switching, including Hyper-V virtual switch and Open Virtual Switch on KVM.

This chapter begins by describing the limitations of physical access layers. Then, as server virtualization has increased within data centers, the challenges being faced with virtual switching layers and static vSwitches are discussed. After you understand the limitations and challenges, you will start understanding distributed virtual switches and the Cisco virtual network vision. The chapter introduces you to the Cisco Nexus 1000V virtual distributed switch and explains how it solves the challenges in virtual data centers today.

As the chapter progresses, you learn about the Cisco Nexus 1000V virtual switching architecture and understand its integration with VMware ESX or ESXi and VMware vCenter. You also learn the installation methods and commands that enable you to verify the initial configuration and module status of the Cisco Nexus 1000V Series switch and validate connectivity between the virtual Ethernet module (VEM), virtual supervisor module (VSM), and VMware vCenter using VMware ESX command-line interface (CLI), Nexus 1000V CLI, and VMware vCenter vSphere Client.

NOTE The Cisco Nexus 1000V Series switch was developed with close cooperation between Cisco and VMware. This chapter focuses on the Cisco Nexus 1000V integration between VMware ESX hypervisor and VMware vCenter. At the time of writing this chapter, the Cisco Nexus 1000V distributed virtual switch was also supported on other independent hypervisors, such as Microsoft Hyper-V and Linux/KVM.

Today, there are multiple hypervisor vendors and different implementations of distributed virtual switches. For all intents and purposes in this chapter, explanations and comparisons will be based on the VMware static vSwitch and VMware distributed virtual switch (DVS) technology.
“Do I Know This Already?” Quiz

The “Do I Know This Already?” quiz enables you to assess whether you should read this entire chapter thoroughly or jump to the “Exam Preparation Tasks” section. If you are in doubt about your answers to these questions or your own assessment of your knowledge of the topics, read the entire chapter. Table 4-1 lists the major headings in this chapter and their corresponding “Do I Know This Already?” quiz questions. You can find the answers in Appendix A, “Answers to the ‘Do I Know This Already?’ Quizzes.”

Table 4-1  “Do I Know This Already?” Section-to-Question Mapping

<table>
<thead>
<tr>
<th>Foundation Topics Section</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Evolution of Virtual Switching”</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>“Virtual Networking Component”</td>
<td>4</td>
</tr>
<tr>
<td>“VMware vDS Overview”</td>
<td>5</td>
</tr>
<tr>
<td>“Advantages of VMware vDS and Enhancements”</td>
<td>6</td>
</tr>
<tr>
<td>“Cisco Nexus 1000V Series Switch Salient Features and Benefits”</td>
<td>7</td>
</tr>
<tr>
<td>“Cisco Nexus 1000V Architecture”</td>
<td>8</td>
</tr>
<tr>
<td>“Cisco Nexus 1000V Component Communication”</td>
<td>9</td>
</tr>
<tr>
<td>“Cisco Nexus 1000V Port Profiles”</td>
<td>10</td>
</tr>
<tr>
<td>“Initial VSM Configuration Verification”</td>
<td>11</td>
</tr>
<tr>
<td>“Verifying VEM Agent”</td>
<td>12</td>
</tr>
<tr>
<td>“Validating VM Port Groups and Port Profiles”</td>
<td>13</td>
</tr>
</tbody>
</table>

CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If you do not know the answer to a question or are only partially sure of the answer, you should mark that question as wrong for purposes of the self-assessment. Giving yourself credit for an answer you correctly guess skews your self-assessment results and might provide you with a false sense of security.

1. What were key challenges with virtual machines and their hosts’ physical access layer prior to Nexus 1000V? (Choose two.)
   a. VMs could not be moved from one host to another.
   b. Enforcing policies at the VM vNIC level.
   c. Virtual machines did not have enough bandwidth and could not scale.
   d. Making these policies “sticky” and making sure they follow the VM.
2. True or false? You could control a VM’s communication belonging to the same VLAN from the virtual access layer, similar to a physical switch port access control prior to Cisco Nexus 1000V Series switch.
   a. True
   b. False

3. What were key challenges with standard VMware static vSwitches? (Choose two.)
   a. A compromised VM could be traced only as far as its host’s physical switch port.
   b. VM administrators were suddenly tasked with managing access layer networking, for which they did not have extensive experience around data center networking.
   c. The VMware static vSwitches needed to be upgraded on a regular basis.
   d. The VMware static vSwitch had very limited ports and could connect only a certain number of VMs.

4. What are valid virtual networking components?
   a. Port groups, vNICs, VMNICs, and guest operating systems
   b. IP addresses, NICs, switches, routers, and load balances
   c. vNICs, VMNICs, port groups, physical networks, and virtual networks
   d. VLANs and vSwitches

5. Which statement best describes a VMware vDS?
   a. A VMware vDS is a distributed switch that virtually enables you to manage one switch across multiple VMware ESX/ESXi hosts.
   b. The VMware vDS is the latest version of the VMware vSwitch.
   c. The VMware vDS is an API that enables you to programmatically alter the configuration of VMware vSwitches.
   d. The VMware vDS is a centralized switch management platform that enables you to manage geographically distributed vSwitches from a single location.

6. What are two main advantages of a VMware vDS when compared with VMware vSwitch?
   a. VM LAN, SAN, Admin Pane managed from a single point.
   b. VMware cluster (span across multiple VMware ESX or ESXi hosts)–level network management and configuration capability.
   c. Policies now have the capability to follow the VM as it traverses hosts within a VMware cluster.
   d. Equipment, LAN, SAN, and Admin Panes managed from a single point.

7. True or false? The Cisco Nexus 1000V Series switch is based on a standard Cisco IOS software command-line interface (CLI).
   a. True
   b. False
8. What are the main “components” of a Cisco Nexus 1000V Series switch?
   a. Nexus 1000, 2000, 3000, 4000, 5000, 6000, 7000, and 9000 Series switches
   b. The Virtual Supervisory Module and Virtual Ethernet Module
   c. The Virtual Chassis and Virtual Line Cards
   d. The Nexus 1010/11000 Series virtual services appliance

9. True or false? The Cisco Nexus 1000V Series switch can be managed and controlled over Layer 2 and Layer 3 networks.
   a. True
   b. False

10. Which statement best describes a Cisco Nexus 1000V port profile?
    a. You can define two types of port profiles in a Cisco Nexus 1000V Series switch (Ethernet, vEthernet). These port profiles are equivalent to VMware port groups and can be assigned to VMs or uplinks on VMware ESX/ESXi hosts.
    b. Port profiles contain a VLAN ID, which can be assigned to a trunk interface.
    c. A port profile is the Cisco terminology to refer to a VM as seen from the Cisco Nexus 1000V Series switch.
    d. Port profiles are defined on VMware vCenter server and can be accessed by all Cisco networking devices within a virtualized data center.

11. Which is the valid CLI command to verify successful VSM connectivity to VMware vCenter?
    a. show running-config
    b. show svs domain
    c. show svs connectivity
    d. show vcenter connectivity

12. True or false? The command to verify whether the VEM agent is running on a VMware ESX or ESXi host is the vem status command to be executed on ESX CLI.
    a. True
    b. False

13. Which command do you use to validate and verify a Cisco Nexus 1000V port profile that already exists?
    a. show port-profile name <name>
    b. show run port-profile name <name>
    c. port-profile list <name>
    d. show running-config | port-profile name <name>
Foundation Topics

Evolution of Virtual Switching

The effects of virtualization today are felt across the IT spectrum, from the physical layer in a data center, up to the application layer. Particularly, server virtualization has blurred the traditional demarcations between networks, security, servers, application technologies and their respective administration responsibilities. Furthermore, server virtualization has made the enforcement of security policies, rules, and networking fuzzy and hard to pinpoint because a server workload or application can now run from anywhere, any server, and any port. It is dynamic, and that poses a significant challenge in the data center today.

Before Server Virtualization

Traditionally, you were used to a single application running its own operating system on an individual piece of server hardware. That server consisted of network interface cards (NICs) and host bus adapters (HBAs); their ports would connect to redundant network access layer and Fibre Channel switches. Network control security policies, quality of service (QoS), and so on were created at this access layer switch port level, related to that application’s usage. These policy enforcements were static and rarely needed modifications.

If that server required maintenance or upgrades and needed to be offline, but the application needed to be available, redundancy was built with a cold or hot standby server or host-based clustering, at a cost. Figure 4-1 shows typical server connectivity in the physical world, before server virtualization.

Figure 4-1  Server Connectivity Before Server Virtualization
With the advent and adoption of server virtualization technologies, multiple workloads or applications with their own guest operating systems can be hosted on a single server. This increases server utilization, improves efficiency, and keeps server hardware proliferation and costs under control in data centers. All that is achieved without compromising enterprise-class service levels. Features such as VMware vMotion, high availability (HA), and dynamic resource scheduling can move a workload or application running on one host to another in minutes, while in operation. This has essentially driven the need to enforce network policies, security controls, QoS, and the like at the virtual machine (VM) level rather than at the physical host level.

The following are some challenges with VMs and their hosts’ physical access layer:

- Enforcing policies at the VM vNIC level
- Making those policies “sticky” and allowing them to follow the VM-in-motion
- Ensuring that a VM that moves to another host is not affected by that host’s physical network switch port configuration
- Knowing that most configurations on a physical switch port that the ESX or ESXi host connects to will affect all VMs
- Viewing and controlling the vNIC at VM level from an access switch
- Redirecting traffic to network services, such as load balancers, firewalls, and so on, based on VM vNIC (service chaining)

Given each of these VM workloads or applications, a physical network adapter is not practical and seldom possible. Therefore, VMware developed the vSwitch to help overcome this limitation. Providing each VM one or more virtual network connections (vNIC), they connect to a vSwitch(s), providing access to the physical network (through its uplinks). Figure 4-2 shows typical host server connectivity with server virtualization.

**Figure 4-2  Server Virtualization Effect**
Server Virtualization with Static VMware vSwitch

Server virtualization technologies like VMware ESX and ESXi enable you to run multiple workloads or applications as full virtual machines on physical servers, therefore, a traditional 1:1 relationship between a server and application is seen less in today’s data centers. This highlights the requirement to have Layer 2 capabilities closely embedded into the ESX hypervisor to switch packets between VMs and the external world. Therefore, Layer 2 software switches are embedded within the ESX hypervisor to switch packets between VMs and the outside world.

A single host consisting of multiple VMs would utilize the same Ethernet uplinks (VMNICs) to access the network. So how would you differentiate between VM1 and VM2 traffic? This is currently achieved through IEEE 802.1Q VLANs. Therefore, the Ethernet uplinks would be defined as “trunks” for server connectivity into the external network, allowing multiple VLANs to be carried on a single wire, as shown earlier in Figure 4-2.

Interestingly, now server virtualization administrators suddenly owned and managed the virtual network configurations through, for example, VMware vCenter. Figure 4-3 shows a graphical view of standard static virtual switches being utilized on a couple of physical hosts running VMs.

Here are some challenges with standard VMware vSwitch:

- When troubleshooting, the network administration team does not have visibility into the virtual switch layer. The internal vSwitch hides all VMs from the physical network.
- A compromised VM can be traced only as far as its physical switch port to which its host is connected.
- Shutting down a physical network switch port to which an ESX or ESXi host is connected can have severe consequences on production environments, because it would affect all VMs running on that server, and not just the compromised VM.
- In a VMware ESX or ESXi infrastructure, to avail features such as network vMotion and DRS (within a VMware cluster), all vSwitches must have the same port groups available.
Creating a port group on a vSwitch does not automatically propagate to all vSwitches; it needs to be manually created on each concerned ESX or ESXi host.

- As the virtual access layer extends into the ESX or ESXi host (that is, the network closest to the VM), the boundary of server versus network administration responsibilities starts to blur, requiring both functions to up-skill on each other's technology, which can cause some resistance between these functions. Table 4-2 compares the visibilities of physical and virtual network components that contribute to this resistance.

### Table 4-2  Network Visibility and Configuration Comparison

<table>
<thead>
<tr>
<th>Features</th>
<th>Physical Network</th>
<th>Virtual Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network visibility</td>
<td>Individual server</td>
<td>Physical server</td>
</tr>
<tr>
<td>Port configuration</td>
<td>Individual server</td>
<td>Physical server</td>
</tr>
<tr>
<td>Network configuration</td>
<td>Network administrator</td>
<td>VM and network administrator</td>
</tr>
<tr>
<td>Security policies</td>
<td>Individual server</td>
<td>Physical server</td>
</tr>
</tbody>
</table>

- As virtualized data centers evolved, more complex virtual network access layer requirements arose, such as spanning multiple disaster recovery sites and stretched active/active data centers. These vSwitches have limited functionalities.

- Many security- and compliance-related issues stem from the fact that traffic between VMs on the same host does not leave the server to run over the physical network. This makes it difficult for networking teams to monitor or manage this traffic. The lack of visibility means the network firewalls, QoS, access control lists (ACLs), and intrusion detection system/intrusion prevention system (IDS/IPS) cannot see this and differentiate individual data transfer activities over the physical network.

### Virtual Network Components

- **Physical NIC**: A VMware ESX or ESXi host requires physical NICs to connect to the external network. These physical NICs will be used as Ethernet uplinks, trunked. Typically, multiple NICs are defined as Ethernet uplinks; they are also known as VMNICs.

- **Port groups**: A subset of ports defined on a vSwitch for connectivity. Virtual machines connect to a virtual Ethernet switch (vSwitch) via port groups; they correspond to patch cords.

- **Virtual Ethernet switch (vSwitch)**: Similar to a physical Layer 2 access switch, a vSwitch maintains a table of all connected VMs, similar to a MAC/Port address table and uses it to forward Layer 2 frames. This is a switch and not a hub, whereas it avoids unnecessary deliveries. This vSwitch can be connected to an external network via a physical NIC (VMNICs).
■ **vNIC (virtual network interface card):** The virtual equivalent of a physical network interface card or port. It is used by virtual machines to essentially communicate over Layer 2 or Layer 3 protocols.

■ **Virtual network:** A network defined in software, where multiple virtual machines share the same system resource.

■ **Physical network:** Defined on physical switches that are used to connect VMware ESX or ESXi hosts to physical networks, the same as in regular LANs.

---

**Figure 4-4  Virtual Network Components**

**Virtual Access Layer**

In a modern virtualized data center with hundreds and thousands of VMware ESX or ESXi hosts running a large number of virtual machines, you would have multiples of these virtual network components that form a wide virtual access layer. That makes two significant access layers that need to be managed. While the server or virtualization administrator is managing the virtual access layer, your network administrator will manage the physical access layer.

Figure 4-5 shows virtual and physical access layers in a data center with multiple VMware ESX or ESXi hosts.
Due to differences in mode of operation and challenges that the virtual access layer presents, certain tasks that were carried out by network administrators traditionally can move to administrators of the VM environment within a modern data center. Bear in mind, this can have an impact on SLAs and the responsibilities within your IT department.

While Cisco's Nexus 1000V series switches address the challenges of virtual access layers, further explained in this section, Cisco has revolutionized the software defined data center network architecture by introducing Cisco Application Centric Infrastructure (Cisco ACI) that helps to bring out further operational efficiencies. Please refer to Chapters 12, 13, and 14 for some information.

**Standard VMware vSwitch Overview**

A virtual switch (vSwitch) is a software-based implementation of a physical Layer 2 access switch that appears as a virtual construct. On a host, it enables networking between VMs and the external LAN. It brings together VMNICs and vNICs, facilitating internal and external communications, thus allowing the following:

- VM communications within and between ESX hosts
  - ESX Management (Service Console) communication
  - Port assigned to a VLAN
- VMKernel for vMotion, Fault Tolerance
  - Port assigned to a VLAN
- VMs assigned to port groups
  - Port groups assigned to a VLAN
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- **Uplinks**
  - Used for external network connectivity
  - A VMNIC being associated with a vSwitch only (cannot be shared between vSwitches)

Because it's a software construct, you can create many ports. But note that there are configuration maximums defined by VMware that introduce an upper ceiling limit. Figure 4-6 shows an overview of a VMware ESX or ESXi Virtual Standard Switch (VSS, or vSwitch).

**NOTE**
You can have multiple vSwitches in a VMware ESX or ESXi host, but the total number of ports per host is 4096. Furthermore, there are limits on the maximum active ports per host: 1016. These are known limits at the time of writing this chapter, defined by VMware. It is recommended that you consult the VMware-defined maximums for the particular VMware version being implemented before designing virtual infrastructure solutions.

**Standard VMware vSwitch Operations**
A single VMware ESX or ESXi host can consist of multiple vSwitches, such as to separate management and data traffic at the Layer 2 software switch level. As a general rule, there is no means for communication between vSwitches. As mentioned earlier, a vSwitch is a Layer 2 device, which means that only switching of traffic between VMs on the same host or Layer 2 forwarding over the uplinks takes place. These vSwitches cannot perform Layer 3 routing—that is, knowing and communicating with different IP networks. Hence, traffic that
does not belong to VMs on the host is forwarded to the uplink port. Figure 4-7 shows some of the operations graphically.

![Diagram of Virtual Standard Switch Operations]

**Figure 4-7  Virtual Standard Switch Operations**

The vSwitch supports the following operations:

- Trunking functionality
- Port channels
- Cisco Discovery Protocol (CDP) for discovering and responding to neighboring network devices
- No participation in Spanning Tree Protocol (STP), Dynamic Trunking Protocol (DTP), or Port Aggregation Protocol (PAgP)
- Virtual guest tagging (reserved VLAN 4095)
  - Tagged traffic passed to guest operating system
- Outbound load balancing only
  - vSwitch port-based
  - Source MAC-based
  - IP Hash-based
Standard VMware vSwitch Configuration

Standard vSwitches on VMware are configured on each VMware ESX or ESXi host via the VMware vCenter Server or by directly connecting to the host using the VMware vSphere client utility. A single ESX or ESXi host can consist of multiple vSwitches, depending on your intended configuration and available physical NICs (VMNICs) available to be designated as uplinks. Figure 4-8 shows two standard vSwitches configured at the host level, via VMware vCenter, and their logical representation, showing the physical and virtual components.

Figure 4-8  Virtual Standard Switch Configuration

NOTE  A VMware ESX or ESXi host can have a total of 1016 active ports and as many as 32 VMNICs per vSwitch. Refer to the VMware configuration maximums document corresponding to the VMware version for current information.

A VMware standard vSwitch can consist of different port types on a VMware ESX or ESXi host. Figure 4-9 shows the different port types available on VMware ESX/ESXi hosts.

- VM port group types are the most common, used by VMs for their data access.
- VMKernel port types are used for advanced functions, such as vMotion and NIFS/CIFS/iSCSI storage connectivity and for management communication on ESXi hosts (for example, for console CLI access and vCenter server communication).

These port types usually belong to different logical networks, which allows coexistence of multiple logical networks (VLANs) within the same vSwitch. Or you can segregate networks into different vSwitches. It depends on your intended configuration and circumstances. Figure 4-10 graphically depicts single or multinetworks on vSwitches.
VMware vDS Overview

The VMware Virtual Distributed Switch (vDS) was introduced with VMware vSphere version 4. As opposed to managing static vSwitches on every VMware ESX or ESXi host, the vDS brings the capability to configure and manage a collection of vSwitches in a VMware ESX or ESXi host or multiple hosts within a VMware Cluster. This can be achieved from a central location, via the VMware vCenter Server. Figure 4-11 shows a comparison of a VMware vDS versus standard vSwitches architecture.

**NOTE** The VMware vDS feature is licensed and cannot be managed on individual hosts; it requires a VMware vCenter Server.
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The VMware vDS was an important enhancement to virtual networking or the virtual access layer in data centers. It simplified management while introducing some enhancements, such as private VLAN (PVLAN) support, inbound traffic rate limiting, and tracking VM port state with migrations, to name a few. You will read some explanations of these features in the next sections in this chapter.

The introduction of vDS and enhancement with VMware vSphere version 4 also paved the way to a VMware vNetwork third-party vSwitch API that, as a matter of fact, was used by the Cisco Nexus 1000V Series switch to develop a fully VMware-compatible implementation of a virtual distributed switch. Figure 4-12 shows you an overview of the VMware vDS topology with multiple ESXi hosts.

VMware vDS Configuration

Management of a vDS differs from management of a vSwitch. A vDS is managed from a different management panel. This panel can be opened from any host in that cluster (under network configurations for that host) using the VMware vCenter server, and changes made are reflected on all hosts (within a VMware Cluster) rather than configuring each vSwitch on every host manually, as practiced with standard vSwitches. Figure 4-13 shows the two management panels from a host network configuration window.
Figure 4-12 VMware Virtual Distributed Switch (vDS) Topology

Figure 4-13 VMware vDS and vSwitch Management Panels
VMware vDS Enhancements

Apart from the procedural and operational benefits, several feature advancements were introduced with VMware vDS. The following are some of these enhancements, such as PVLANs support, Rx rate limiting, and Port state migration:

- **Port state migration:** When network vMotion is executed on a VM, its network state in terms of counters or port statistics is now tracked or is stateful because the VM moves from host to host on a vDS. So regardless of the location of the VM, its network interface on the vDS is consistent, which helps troubleshooting and network monitoring capabilties immensely.

- **Rx rate limiting:** The vDS builds upon the VM-to-network (Egress) traffic-shaping capabilities by enabling Ingress (from network to VM) as well. Now traffic-shaping policies can be applied on the port group definitions, and these definitions will be applied no matter which host the VM will reside on. Traffic shaping becomes a useful option when you want to prevent oversubscription to and from a VM or other traffic, when faced with limited resources. These policies are defined by average, peak bandwidth, or burst size.

- **PVLAN support:** You must know the concept of VLANs by now, which includes a broadcast domain, a network segment, and implementation over Layer 2 principles. PVLANs enable users to restrict communication between VMs on the same VLAN or network segment. This feature helps reduce the need for a number of subnets, depending upon your network configurations. Within a subnet, PVLANs are implemented on the vDS with allocations made to the following:
  - **Promiscuous PVLAN:** VMs on the promiscuous VLAN can communicate with all VMs.
  - **Community PVLAN:** VMs can communicate among themselves and with VMs on the promiscuous PVLAN.
  - **Isolated PVLAN:** VMs can communicate only with the VMs on promiscuous PVLANs.

**NOTE** Adjacent physical network switches must also support PVLANs and should be configured to support the vDS allocations.

VMware vSwitch and vDS

The VMware standard vSwitch and vDS can be used simultaneously on the same VMware ESX or ESXi host and managed by the same VMware vCenter Server, based on your design requirements and circumstances. You can also move the ESX Management and VMKernel ports assigned by default to vSwitch0 to your vDS (dvSwitch0), or you can opt to maintain them on the vSwitch0.

For example, you might want to separate ESX management traffic away from VM data traffic and opt to configure a vSwitch, assign separate uplinks (VMNICS), and connect a VMKernel port group to that vSwitch while you utilize the vDS for all VM data traffic with separate uplinks (VMNICS) assignments. Figure 4-14 shows a graphical view of vDS and vSwitch working in tandem.
The following are some of the advantages and enhancements of VMware vDS:

- The VMware vDS simplifies and unifies the virtual access layer management function by allowing central management and access.

- It moves away from the VMware ESX or ESXi host-level management requirement with standard vSwitches, into a VMware Cluster-level network management and configuration capability.

- With VMware vDS, policies now have the capability to follow the VM as it traverses hosts within a VMware Cluster, enhancing security; it is less prone to errors and has better debugging and troubleshooting capabilities.

- It forms the foundation for network resource pools and can determine the bandwidth that different network traffic types are given on a VMware virtual distributed switch (vDS).

---

**Cisco Nexus 1000V Virtual Networking Solution**

The Cisco virtualized network access layer solution for VM environments uses a technology that Cisco and VMware developed jointly. Primarily, the network access layer is moved further down into the virtual environment to overcome the challenges with the virtual access layers, improving its visibility, management, and enhanced features at the VM level. Figure 4-15 shows the evolution of the VMware vNetwork, virtual access layer.

The Cisco Nexus 1000V solution was introduced with VMware vSphere version 4. It consists of an Ethernet module and a supervisory (management) module. This management module can be deployed on specialized hardware or as a software appliance, depending on your data center design requirements and circumstances. Both these deployment models offer the same improvements and enhancements in terms of VM visibility, policy-based VM connectivity, policy mobility, and a highly available nondisruptive operational model. Figure 4-16 shows you an overview of the Cisco Nexus 1000V distributed virtual software switch architecture.
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Figure 4-15  Evolution of VMware vNetwork

Figure 4-16  Cisco Nexus 1000V Distributed Virtual Software Switch Architecture
The release of VMware vSphere version 4 and the vNetwork vSwitch APIs that were made available by VMware enabled third parties to develop vSwitch implementations. The Cisco Nexus 1000V is the first third-party vDS implementation that is fully supported by VMware.

### Cisco Nexus 1000V System Overview

The Cisco Nexus 1000V is a software-based solution that works with any upstream physical switching system to provide standard networking functionality and controls to the virtual machine environment. For your clarity and understanding, Figure 4-17 shows a comparison of a Cisco Nexus 1000V solution to a physical switch.

![Figure 4-17 Cisco Nexus 1000V Analogy to a Modular Physical Switch](image)

- **VSM**: Virtual Supervisory Module
- **VEM**: Virtual Ethernet Module

### Cisco Nexus 1000V Salient Features and Benefits

The Cisco Nexus 1000V Series switch bypasses the standard vSwitch by using a Cisco software switch. This model provides a single point of configuration for the networking...
environment of multiple ESX or ESXi hosts. Some of the salient features of the Cisco Nexus 1000V Series switch are listed here:

- **Policy-based VM connectivity:** The network administrators, rather than the VM administrators, define these policies, allowing network administrators control of VM-level virtual access layer connectivity. These policies are defined in the form of a port profile containing many characteristics and pushed to VMware vCenter automatically; the VM administrators can then utilize these policies by assigning them to the respective VMs. (Port profiles are discussed later in this chapter.) Figure 4-18 shows you how policy-based VM connectivity is assigned.

Figure 4-18  *Cisco Nexus 1000V Policy-Based VM Connectivity*

- **Mobility of networking and security properties:** All policies defined in Cisco Nexus 1000V and applied to VMs fully support VMware mobility features, such as VMware vMotion and High Availability (HA). These policies remain attached to the VM, even when the VM moves from host to host. Figure 4-19 shows the mobility of policies along with movement of VMs.

- **Nondisruptive operational model:** The Cisco Nexus 1000V Series switch can be introduced into existing virtual environments nondisruptively by utilizing best practices to migrate from VMware standard virtual networking to the Cisco Nexus 1000V Series switch. Furthermore, this switch unifies the management plane with the rest of the IP network by using the same familiar Cisco NX-OS operating system, commands, and techniques that are available on other Cisco network platforms. Figure 4-20 summarizes the Cisco Nexus 1000V Series switch feature set; for more detailed information, see the links in the “Reference List” section of this chapter.
VMs Need to Move
- VMotion
- DRS
- SW Upgrade/Patch
- Hardware Failure

VM-Link Property Mobility
- VMotion for the Network
- Ensures VM Security
- Maintains Connection State

Defined Port Profiles
- Web Apps
- HR
- Database
- DMZ

<table>
<thead>
<tr>
<th>Switching</th>
<th>L2 switching, 802.1Q tagging, VLAN, rate limiting (TX), VLAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security</td>
<td>Policy Mobility, Private VLANs, VLAN Enforcement</td>
</tr>
<tr>
<td></td>
<td>Access control lists, port security, Cisco TrustSec support</td>
</tr>
<tr>
<td>Network Services</td>
<td>Virtual Services Datasheet (vPath) support for traffic steering and fast-path offload (leveraged by Virtual Security Gateway (VSG), vWAAS, ASA1000v)</td>
</tr>
<tr>
<td>Provisoning</td>
<td>Port profiles, integration with vC, vCD, VSCMP, IMC CLM</td>
</tr>
</tbody>
</table>
| Visibility | VM migration tracking, VC plugin, vPath, vTracker, vWAAS (v
| Management | Virtual Centre VM provisioning, vCenter plugin, Cisco LMS, DCM |

Figure 4-19 Cisco Nexus 1000V Policy Mobility

Figure 4-20 Cisco Nexus 1000V Series Switch Feature Set Summarized
Some of the benefits at the server and network levels are summarized here:

- **Server Level**
  - VM management preserved
  - Reduced operational workload
  - VM-level visibility
  - Compatible with Network vMotion, Storage vMotion, DRS, HA, and FT (Fault Tolerance)

- **Network Level**
  - Unified management and operations
  - Improved operational security (L2, L3, L4 access lists, port security)*
  - Enhanced network features (VLANs, PVLANs 802.1q, LACP, vPC host mode, QoS)*
  - Policy persistence
  - VM-level visibility
  - SPAN and ERSPAN, NetFlow*

 (*Note that some of these additional functionalities are not available on basic vSwitches and vDS; you may require advanced editions.)

---

**Cisco Nexus 1000V Series Virtual Switch Architecture**

As mentioned in the overview section, the Cisco Nexus 1000V Series switch has two major components: the VEM, which runs inside the hypervisor, and the VSM, which manages these VEMs.

### Cisco Nexus 1000V Virtual Supervisory Module

The VSM is the virtual equivalent of the supervisor module that exists in physical Cisco modular devices running Cisco Nexus Operating System (NX-OS), such as Nexus 7000 Series switches. The VSM is running NX-OS; it manages and controls all other components (VEMs) that are part of the Cisco Nexus 1000V Series switch. All VEMs, equivalent to physical line cards, connect to the VSM and behave as a single virtual modular device. Furthermore, the VSM is responsible for communicating with vCenter and programming, managing the VEMs.

The VSM can be managed via the NX-OS CLI; the CLI has the same syntax and behavior as the CLI on other Cisco Nexus devices. The VSM can reside as a virtual appliance or be hosted on Cisco Nexus 1010/1100 Series virtual services appliances. Figure 4-21 shows the various deployment scenarios for the Cisco Nexus 1000V VSM.
Cisco Nexus 1000V Virtual Ethernet Module

The Virtual Ethernet Module (VEM) is the virtual equivalent of a line card that exists in a physical Cisco modular switch. The VEM resides on every VMware ESX or ESXi host; on the hypervisor. The VEM provides all the VMs their connectivity, through physical NICs on the host, and forms that virtual access layer. Multiple VEMs communicating with a VSM or multiple VSMs construct one logical switch.

VEMs on different hosts don't have a direct line of communication with each other; they require an external switch to link them together, such as a physical access layer switch of the VMware ESX or ESXi host. Figure 4-22 graphically represents the Cisco Nexus 1000V VEM.
NOTE: The VEM-to-VSM communication carries only control traffic. Traditionally, this communication took place over Layer 2 mode. With the later releases of Cisco Nexus 1000V Series switch, Layer 3 mode is valid and is the default option. Every VEM on each VMware ESX or ESXi host requires a VMKernel interface/NIC with an IP address. This VMK interface must be moved to the VEM. The management modes are briefly explained in the subsequent sections.

As described earlier, the Cisco Nexus 1000V can be logically viewed as a virtual modular switch chassis. This virtual chassis contains the Cisco Nexus 1000V Series components, such as redundant VSMs and installed VEMs. Figure 4-23 shows the `show module` command output from the primary VSM, where it displays the VSMs and the VEMs in the same manner as it would display supervisors and line cards on a Cisco Nexus 7000 Series switch.
Cisco Nexus 1000V Component Communication

The communication between VEMs and VSMs is facilitated by two separate virtual interfaces known as control and packet interfaces.

- **Control:** The control interface carries “heartbeat” traffic from VEMs to VSM; it’s communicated every 2 seconds, with a 6-second timeout to confirm its presence to the VSM. Furthermore, the control interface maintains synchronization between primary and secondary VSMs over this interface.

- **Packet:** The packet interface carries packets such as Cisco Discovery Protocol (CDP) or Internet Group Management Protocol (IGMP) control messages, from VEM to VSM.

**NOTE** You can use one or separate VLANs for the control and packet interfaces. Usually, two separate VLANs are used for these interfaces; therefore, Layer 2 connectivity between VEMs and VSMs is a prerequisite, unless Layer 3 mode is utilized.

Cisco Nexus 1000V Management Communication

The communication between the VSM and the VMware vCenter server is conducted through this management interface. The VSM uses the VMware virtual infrastructure methodology (VIM) application programming interface (API) over Secure Socket Layer (SSL) to communicate with VMware vCenter server. The connection can be manually set up on the VSM or established during the installation process. After communication between the VSM and VMware vCenter server is established, the Cisco Nexus 1000V is created in the vCenter server.
The management interface is known as the out-of-band management interface. The best practice is to have this interface and the VMware vCenter server ESX management interface on the same VLAN.

**NOTE** Cisco Nexus 1000V introduced Layer 3 mode for control, packet, and management traffic since version 1.2. At that time, Layer 3 connection mode was optional; at the time of writing this book, the default when installing the VSM is to establish Layer 3 connectivity instead of Layer 2. With Layer 3 mode, every VEM requires an IP address and all control, packet, and management traffic is carried over this network. Figure 4-24 shows the interaction during VSM installation and the control mode selection.

Cisco Nexus 1000V Port Profiles

Port profiles are the Cisco Nexus 1000V Series switch equivalent of port groups/dvPort-groups in VMware. When a port profile is created, you will see a corresponding port group being created in VMware vCenter server.

These port profiles are used to configure interfaces on the Cisco Nexus 1000V Series switch. A port profile can be assigned to multiple interfaces (physical or virtual). All changes to a port profile are automatically propagated across all interfaces.

In the VMware vCenter server, port profiles are represented as port groups/dvPortgroups. Both physical and virtual interfaces are assigned in VMware vCenter server to their respective port groups. These port groups perform the following functions:

- Define a port configuration by policy.
- Apply a single policy across all concerned ports.
- Support both virtual and physical Ethernet ports.

When a VMware ESX or ESXi host port (VMNIC) is assigned to the Cisco Nexus 1000V Series switch, an uplink port group/dvPortgroup is assigned to it and its settings are applied to that VMNIC. Similarly, when a NIC is added to a VM (vNIC), an available VM port
NOTE When implementing the Cisco Nexus 1000V Series switch, manual configuration of port groups/dVPortgroups via VMware vCenter server is not recommended in general, because it overrides the Cisco Nexus 1000V port profile. Instead, all port profile creation is performed via the VSM.

Types of Port Profiles in Cisco Nexus 1000V
There are two main types of port profile constructs in the Cisco Nexus 1000V Series switch.

- **Type Ethernet:** The Ethernet type port profiles are usually uplink port profiles, normally associated with VMNICs (physical interfaces on ESX or ESXi hosts). All “system VLANs” must be allowed on this uplink.

- **Type vEthernet:** The vEthernet type port profiles are usually assigned to virtual interfaces on VMs (vNICs) and represented as port groups/dvPortgroups in the VMware vCenter server. These port profiles are typically a collection of NX-OS CLI commands, consisting of the port profile name, switch port mode, VLAN number, and so on.

NOTE System VLANs are Control, Packet, Management VLANs; they are classified as system VLANs in a Cisco Nexus 1000V Series switch implementation.

The Cisco Nexus 1000V Series software switch provides a model in which network administrators define network-related policies that a server administrator can consume as new VMs are provisioned. These port profiles automatically sync with VMware vCenter server and are available as port groups to be assigned by a server administrator.

**Cisco Nexus 1000V Administrator View and Roles**
This admin model is implemented on Cisco Nexus 1000V Series switches with the port profiles feature. With this port profile feature, server administrators don’t need to create and maintain vSwitches or port group configurations on any of their VMware ESX or ESXi hosts.

Port profiles allow separation of the network and server administrator functions. Network administrators now have the ability to define port profiles with the familiar syntax as existing physical Cisco switches and ensure consistent policy enforcement both at physical and virtual machine level.

The server administrator can now focus on server administration tasks; when connectivity is required, the administrator can consume the policies defined through port profiles. Figure 4-25 shows the VMware vCenter view of choosing port groups, which are populated when port profiles are created on a Cisco Nexus 1000V Series switch and assigned to a virtual machine interface (vNIC).
Figure 4-25  VMware vCenter Port Groups/dvPortgroups

Table 4-3 compares the typical administrative tasks before and after the Cisco Nexus 1000V Series switch or vDS availability. The network administrators’ participation facilitates more focus, control, and manageability around the virtual access layer.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>VMware Administrator Before</th>
<th>VMware Administrator After</th>
<th>Network Administrator Before</th>
<th>Network Administrator After</th>
</tr>
</thead>
<tbody>
<tr>
<td>vSwitch config</td>
<td>Per ESX host</td>
<td>Automated</td>
<td>—</td>
<td>Same as physical network</td>
</tr>
<tr>
<td>Port group config</td>
<td>Per ESX host</td>
<td>Automated</td>
<td>—</td>
<td>Policy-based</td>
</tr>
<tr>
<td>Add ESX host</td>
<td>vCenter-based</td>
<td>vCenter-based</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NIC teaming config</td>
<td>Per vSwitch</td>
<td>Automated</td>
<td>—</td>
<td>Port channel optimized</td>
</tr>
<tr>
<td>Virtual machine creation</td>
<td>vCenter-based</td>
<td>vCenter-based</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Security</td>
<td>—</td>
<td>Policy-based</td>
<td>—</td>
<td>ACL, PVLAN, port security, TrustSec</td>
</tr>
<tr>
<td>vm visibility</td>
<td>vCenter</td>
<td>VM-specific</td>
<td>—</td>
<td>VM-specific</td>
</tr>
<tr>
<td>Management</td>
<td>vCenter</td>
<td>vCenter-based</td>
<td>—</td>
<td>Cisco CLI, XML, API, SNMP, DCNM</td>
</tr>
</tbody>
</table>
Cisco Nexus 1000V Verifying Initial Configuration

This section focuses on explaining the initial configuration and validation steps you need to understand when using the VMware ESX and Cisco Nexus 1000V Series switch and the CLI commands to validate connectivity to the VSM, VEM, and VMware vCenter.

Cisco Nexus 1000V VSM Installation Methods

You can use multiple methods to deploy and install your Cisco Nexus 1000V VSM; the preferred installation method is to use an open virtualization appliance (OVA) file. When you download the Cisco Nexus 1000V zipped package from software.cisco.com, it contains a number of folders that include VSM, VEM, XML-APIs, and the like, and a README.txt file.

In the VSM folder, under Install, you will find the required OVA file, which you can use to deploy the VSM directly on to your ESX or ESXi host.

From the .iso file, follow these steps:

Step 1. Create a VSM VM in vCenter.
Step 2. Configure VSM networking.
Step 3. Perform initial VSM setup via the VSM console.
Step 4. Install the VSM plug-in in vCenter.
Step 5. Configure the SVS connection in the VSM console.
Step 6. Add hosts to the virtual distributed switch in vCenter.

From the .ova file:

Step 1. Use the wizard to deploy an OVF from template (Steps 1 and 2)
Step 2. All other steps are manual as above.

From the .ova file:

Step 1. Use the wizard to deploy an OVF from template (Steps 1–4).
Step 2. All other steps are identical and manual.

NOTE: Open virtualization format (OVF) and open virtualization appliance (OVA) are similar. The main difference is that the OVF folder contains (metadata) structured files—.ovf, .mf, .vmdk/vhd, and so on—whereas the OVA file is a single zipped file. Figure 4-26 shows the OVA file deployment process.
Chapter 4: Cisco Nexus 1000V and Virtual Switching  145

Initial VSM Configuration Verification
When installing the Cisco Nexus 1000V Series VSM, as a VM or instantiated in the Cisco Nexus 1010/1100 appliance, the network administrator performs the initial configuration to provide the basic parameters for the Cisco Nexus 1000V Series switch. To verify this initial configuration and subsequent verifications to the configuration, use the `show running-config` command at the Cisco Nexus 1000V CLI. Figure 4-27 shows sample output of this command.

Verifying VMware vCenter Connectivity
During initial configuration, to establish a connection between the Cisco Nexus 1000V Series switch and the VMware vCenter, the network administrator must configure a Software Virtual Switch (SVS) connection. This is required for the Cisco Nexus 1000V Series switch to push configurations and policies such as port profiles to VMware vCenter server.

To verify whether the SVS connection is in place explicitly, use the `show svs connections` command on the Cisco Nexus 1000V Series switch CLI. Figure 4-28 shows sample output of the `show svs connections` command.
You can perform further verifications of the connection between the Cisco Nexus 1000V Series switch and VMware vCenter server by using the `show svs domain` command. It is important to understand that each Cisco Nexus 1000V Series switch uses a domain ID. All ESX or ESXi hosts with a VEM installed are members of a domain and listen to updates from that domain, which demarcates the virtual chassis where they reside. Figure 4-29 shows a sample output of the `show svs domain` command.

**NOTE** In the sample output, see the Status field that confirms an operationally successful connection to VMware vCenter server and the use of Cisco-recommended Layer 3 mode for VSM-to-VEM communications, not Layer 2 mode.
Figure 4-29  

Cisco Nexus 1000V show svs domain Command Output

Verifying Nexus 1000V Module Status

After an ESX or ESXi host has been added to the distributed switch and the VEM has been installed on it successfully, the VEM appears as a module on the VSM as part of the virtual chassis, similar to modules that are added to a physical module switch chassis.

Figure 4-30 shows a sample output of the `show module` command, demonstrating the primary and standby supervisor modules in slots 1 and 2, respectively, and the VMware ESX or ESXi hosts/modules that have been added to the Cisco Nexus 1000V Series switch instance starting from slot 3.

![Figure 4-30](image)

Figure 4-30  

Cisco Nexus 1000V show module Command Output

**NOTE**  

Slots 1 and 2 are reserved for VSM (primary and standby) supervisory modules; the VEM module slots start from slot 3.

You can further verify module status with the `show module vem map` command, which shows the status of all visible VEMs, as well as their respective hosts (VMware ESX or ESXi), Universally Unique Identifier (UUID), and license status. Figure 4-31 shows a sample output of the `show module vem map` command.
Cisco Nexus 1000V VEM Installation Methods

There are multiple methods to install your Cisco Nexus 1000V VEM. Based on the chosen method, refer to the installation and configuration guides for detailed steps and prerequisites.

- If you are using the VUM (VMware Update Manager) to install or upgrade, you will have to create a host patch baseline and include the appropriate VMware patch or update bulletin and the corresponding Cisco Nexus 1000V VEM bulletin in the baseline.
- If you are using the vCLI on the ESX or ESXi host, use the `esxupdate, esxcli` command using the downloaded .vib file.
- You can also prepare ESXi images with VEMs installed and deploy them along with the ESX installation.

Initial VEM Status on ESX or ESXi Host

This topic will show you how to verify the status of a VEM on the VMware ESX or ESXi host by using VMware vCenter server or the Cisco Nexus 1000V Series switch CLI.

Verifying VSM Connectivity from vCenter Server

After VSM connectivity is established via the SVS connection, you will see the vNetwork Distributed Switch (vDS) in the vCenter networking inventory panel.

You will initially see the port profiles that you created, such as control, packet, and management. Typically, other port profiles are also created by default, such as the Unused_Or_Quarantined DVUplinks port group, which connects to physical NICs. Figure 4-32 shows a sample output of the initial port profiles. This output also shows physical uplinks already attached to the Cisco Nexus 1000V Series switch and note; it does not show "control" and "packet" port profiles because this environment is using L3 mode.

Verifying VEM Agent Running

If you have SSH enabled on your ESX or ESXi host, you can log in to your host by opening an SSH connection, log in with valid credentials, and at the CLI of the host, you can execute the `vem status` command. This command verifies whether the VEM module is loaded and shows whether the VEM Agent is running on this host. The command also confirms the physical interfaces (VMNICS) that are used as uplinks on this host. Figure 4-33 shows a sample output of the `vem status` command.
You can also verify the uplink interface status on the VMware ESX or ESXi hosts by using these commands: `vemcmd show port` and `vemcmd show port vlans`.

The `vemcmd show port` command verifies the VEM port that is used on the host (uplink) and the Cisco Nexus 1000V Series switch. It provides details of the port state, link status, and so on. As you can see in Figure 4-34, the port state (F/B*) indicates that it's blocking some VLANs.

The previous command (`vemcmd show port`) showed that certain VLANs were blocked on some uplinks. You can use the `vemcmd show port vlans` command to verify which VLANs are carried across the uplink and whether any VLANs are missing or blocked intentionally. In Figure 4-34, the uplink VMNIC3 on VEM allows only VLAN 99.
Verifying VEM Parameters with VSM Configuration

To ensure that your VEM's parameters match the VSM, the `vemcmd show card` command executed on the VMware ESX or ESXi host can be very useful. Using the command verifies the following components. Figure 4-35 shows the output of the `vemcmd show card` command and identifies the following configurations.

- Card name
- Card domain ID
- Card slot
- Control traffic connectivity mode between VSM and VEM
- VEM control agent MAC ID
- Used VSM MAC address
- Used control and packet VLANs

Validating VM Port Groups and Port Profiles

Now that you have verified the VSM and the VEM configurations and cross-checked the configurations from both perspectives, you will understand how to validate that VMs are using the correct vDS port groups by using VMware vCenter and Cisco Nexus 1000V Series switch CLI.

First, use the `show port-profile name <name>` command to verify the details of that port profile configuration and parameters. With this command, you can check which switchport mode this port profile uses, which VLANs are associated with this port profile, and which virtual interfaces are assigned to this port profile. Figure 4-36 shows a sample port profile output using the `show port-profile name <name>` command.
Card Name
Card Domain
VSM to VEM Connectivity Mode
VSM Agent MAC ID
VSM MAC IDs and L3 Control IP Address
Control/Packet VLAN IDs (Not Used Since L3 Mode)
The 2-Second Heartbeat from VEM to VSM Enabled

Figure 4-35  Verifying VEM Parameters with the vemcmd show card Command

Figure 4-36  Cisco UCS Nexus 1000V Sample show port-profile <name> Command Output

After this port profile (Demo Web Network) is created on the Cisco Nexus 1000V Series switch and automatically pushed to VMware vCenter server, it will be available for the VMware/server administrator to use and connect a VM to that port profile.

Now let us see that same port profile (Demo Web Network) from VMware vCenter server; by right-clicking the VM and choosing Edit Settings, you can add a VM to a port group or port profile. After choosing Edit Settings, you will be presented with the screen shown...
in Figure 4-37, where you can see Demo_Web_Network as a port group, and now you can assign this port group Demo_Web_Network to a VM’s vNIC.

Figure 4-37  VMware vCenter Sample Port Profile Assignment to VM

Verifying Port Profile and Groups

From within VMware vCenter, choose Inventory, Networking, and in the navigation pane you will see the networking inventory objects, including the Demo_Web_Networking port profile. This port profile is a VM port profile, meaning it can be assigned to VMs, VMK (they get tied to a vEth number), and not an uplink port profile (note the different symbols); they get tied to an Eth x/x number.

In the same window, you can see the uplink port profiles created on the Cisco Nexus 1000V Series switch and already pushed to VMware vCenter server so that the virtual switch can provide external connectivity for the VMs that reside on that host. Figure 4-38 shows both the Demo_Web_Networking port profile and the uplink port profiles, such as data, backup, vmotion, and the like.

Figure 4-38  Verifying Port Profiles from VMware vCenter Inventory Networking Pane
Key New Technologies Integrated with Cisco Nexus 1000V

In addition, here are some brief clarifications and explanations on some concepts and new technologies that have been integrated to work with the Cisco Nexus 1000V Series software switch. In-depth details of these concepts and technologies are beyond the scope of this certification guide.

What Is the Difference Between VN-Link and VN-Tag?

VN-Link (Virtual Network—Link) is not a technology; it is a marketing term that refers to network visibility of nonphysical, nondirect attached devices. This could include virtual machines or virtual interfaces, or it could mean physical interfaces on nonswitching remote devices like Nexus 2000 Series devices. Two approaches offer VN-Link capabilities:

- The Nexus 1000V is VN-Link capable because every virtual machine connected to this software switch receives a virtual Ethernet port that can be configured and controlled just like a physical Ethernet switch port on a standard physical switch.
- The Nexus 5000/2000 Series combination and Cisco UCS Fabric Interconnect/Io module combination both use an additional header in the Ethernet frame called VN-Tag (Virtual Network—Tag), which identifies a remote port (on Nexus 2000 / UCS I/O module) that will be assigned a virtual port on the Cisco Nexus 5000 Series or Cisco UCS 6100/6200/6300 Series Interconnects. This enables the Nexus 2000/UCS I/O module to be managed as a line card on the Cisco Nexus 5000/UCS Fabric 6100/6200/6300 Interconnect. All switching takes place on the Cisco Nexus 5000 or UCS Fabric Interconnects. This same VN-Tag is used to identify a virtual interface on a Cisco Virtual Interface Card (Cisco VIC); the host device (Cisco Nexus 5000 or UCS Fabric Interconnect) can now manage that port as if it were a physical port on the host device.

What Is VXLAN?

Virtual extensible LAN (VXLAN) is an overlay network that is superimposed on top of a traditional network. It is a Layer 2 overlay scheme utilizing Layer 3 networks. Cisco VXLAN is a Layer 2 network isolation technology that uses a 24-bit segment identifier to scale beyond the 4K limitations of VLANs. VXLAN technology creates LAN segments by using an overlay approach with MAC in IP encapsulation.

The Virtual Ethernet Module (VEM) encapsulates the original Layer 2 frame from the VM. Each VEM is assigned an IP address, which is used as the source IP address when encapsulating MAC frames to be sent on the network. This is accomplished by creating virtual network adapters (VMNIC) on each VEM. You can have multiple VMNICs per VEM and use them for this encapsulated traffic. The encapsulation carries the VXLAN identifier, which is used to scope the MAC address of the payload frame. Figure 4-39 shows a graphical view of a host overlay network with virtual endpoints.
NOTE Cisco Nexus 1000V Series switches fully support VXLAN technology starting from version 1.5 onward.

What Is vPath Technology?

In virtualized data centers, services such as firewalls, server load balancers, security gateways, and the like are often offered and implemented as virtual services. Given that, the traditional physical connections for these services do not exist, and retrofitting VMs to avail these services causes significant inefficiencies and overheads.

Cisco vPath provides embedded intelligence for virtual services and offers traffic steering capabilities to direct traffic to these virtual services nodes. These topology-agnostic service-chaining capabilities can be built into the respective Nexus 1000V port profile, for vPath interception. Cisco vPath (Virtual Services Datapath) technology is fully integrated with Cisco Nexus 1000V Series software switches. Figure 4–40 shows an overview of vPath—virtual network services architecture.

What Is Cisco Application Virtual Switch (AVS)?

Cisco AVS is underpinned by Cisco Nexus 1000V Series virtual switch. It is fully integrated with Cisco Application Centric Infrastructure (ACI); thus, the VSM is integrated into the application policy infrastructure controller (APIC), allowing enforcement of application-centric policies automatically, all the way up to the virtual edge of the data center. Please refer to Chapters 12 through 14 for some information.
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Figure 4-40  Cisco Virtual Network Services with vPath Technology
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