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Introduction
This book provides a look at computer networking from the point of view of the net-
work administrator. It guides readers from an entry-level knowledge in computer net-
works to advanced concepts in Ethernet networks, router configuration, TCP/IP
networks, routing protocols, local, campus, and wide area network configuration, net-
work security, wireless networking, optical networks, Voice over IP, the network
server, Linux networking, and industrial networks. After covering the entire text,
readers will have gained a solid knowledge base in computer networks.

In my years of teaching, I have observed that technology students prefer to learn “how
to swim” after they have gotten wet and taken in a little water. Then they are ready
for more challenges. Show the students the technology, how it is used, and why, and
they will take the applications of the technology to the next level. Allowing them to
experiment with the technology helps them to develop a greater understanding. This
book does just that.

ORGANIZATION OF THE TEXT

Thoroughly updated to reflect the latest version of CompTIA’s Network+ exam, Net-
working Essentials, 3rd Edition, is a practical, up-to-date, and hands-on guide to the
basics of networking. Written from the viewpoint of a working network administra-
tor, it requires absolutely no experience with either network concepts or day-to-day
network management. This new edition splits the previous edition into two volumes.
This first volume has been revised and reorganized around the needs of introductory
networking students, and assumes no previous knowledge. Throughout the text, the
students will gain an appreciation of how basic computer networks and related hard-
ware are interconnected to form a network. This involves understanding the concepts
of twisted pair cable, fiber optics, interconnecting LANs, configuring TCP/IP, subnet
masking, basic router configuration, switch configuration and management, wireless
networking, and network security.

Key Pedagogical Features
• Chapter Outline, Network+ Objectives, Key Terms, and Introduction at the

beginning of each chapter clearly outline specific goals for the reader. An ex-
ample of these features is shown in Figure P-1.

xxii Introduction



INTRODUCTION xxiii

FIGURE P-1

• Net-Challenge Software provides a simulated, hands-on experience in config-
uring routers and switches. Exercises provided in the text (see Figure P-2) and
on the CD challenge readers to undertake certain router/network configuration
tasks. The challenges check the students’ ability to enter basic networking com-
mands and to set up router function, such as configuring the interface (Ethernet
and Serial) and routing protocols (that is, RIP, and static). The software has the
look and feel of actually being connected to the router’s console port.

Chapter Outline

Chapter Objectives

Key Terms for
this chapter

Introduction:
Chapter openers clearly outline specific goals



FIGURE P-2

xxiv Introduction

• The textbook features and introduces how to use the Wireshark Network Protocol
Analyzer. Examples of using the software to analyze data traffic are included through-
out the text. Numerous worked-out examples are included in every chapter to reinforce
key concepts and aid in subject mastery, as shown in Figure P-3.

FIGURE P-3

Net-Challenges are
found throughout

the text

Exercises challenge readers to undertake certain tasks

Numerous
worked out
examples
aid in 
subject
mastery

Examples using the
Wireshark Network

Protocol Analyzer
are included

throughout the text 
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• Key Terms and their definitions are highlighted in the margins to foster inquisitiveness and
ensure retention. Illustrations and photos are used throughout to aid in understanding the
concepts discussed.This is illustrated in Figure P-4.

FIGURE P-4

Illustrations and photos enhance the text Key Terms are defined in the margin



FIGURE P-5

• An extensive Glossary is found at the end of the book and offers quick, acces-
sible definitions to key terms and acronyms, as well as an exhaustive Index
(Figure P-6).

xxvi Introduction

• Extensive Summaries, Questions and Problems, Critical Thinking, as well as
Network+-specific Certification Questions are found at the end of each chap-
ter, as shown in Figure P-5

Summary, Questions
and Problems organized

by section 

Open-ended critical thinking questions, Questions
specific to CompTIA Network+ exam objectives
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FIGURE P-6

Accompanying CD-ROM
The CD-ROM packaged with the text includes the captured data packets used in the
text. It also includes the Net-Challenge Software, which was developed specifically
for this text.
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SFP
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continues

KEY TERMS

● Describe the advantages of glass fiber over
copper conductors

● Describe the differences in how light travels
in single- and multimode fiber

● Define attenuation and dispersion in
fiber–optic cabling

● Describe the components of a fiber-optic 
system

● Describe the issues of optical networking, in-
cluding fiber-to-the-business and fiber to-the-
home

● Describe the new networking developments
associated with optical Ethernet

● Understand the safety issues when working
with fiber optics

OBJECTIVES

3-1 Introduction

3-2 The Nature of Light

3-3 Fiber Attenuation and Dispersion

3-4 Optical Components

3-5 Optical Networking 

3-6 Safety

Summary

Questions and Problems

CHAPTER OUTLINE
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logical fiber map 
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3-1 INTRODUCTION
Recent advances in the development and manufacture of fiber-optic systems have
made them the latest frontier in the field of optical networking. They are being used
extensively for both private and commercial data links and have replaced a lot of cop-
per wire. The latest networking technologies to benefit from the development in op-
tical networking are gigabit Ethernet and 10 gigabit Ethernet.

A fiber-optic network is surprisingly simple, as shown in Figure 3-1. It is com-
prised of the following elements:

1. A fiber-optic transmission strand can carry the signal (in the form of a modu-
lated light beam) a few feet or even hundreds or thousands of miles. A cable
may contain three or four hair-like fibers or a bundle of hundreds of such fibers.

2. A source of invisible infrared radiation—usually a light-emitting diode (LED)
or a solid-state laser—that can be modulated to impress digital data or an ana-
log signal on the light beam.

3. A photosensitive detector to convert the optical signal back into an electrical
signal at the receiver.

4. Efficient optical connectors at the light source-to-cable interface and at the ca-
ble-to-photo detector interface. These connectors are also critical when splic-
ing the optical cable due to excessive loss that can occur at connections.
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The advantages of optical communication links compared to copper conductors
are enormous and include the following:

1. Extremely wide system bandwidth: The intelligence is impressed on the light
by varying the light’s amplitude. Because the best LEDs have a 5 ns response
time, they provide a maximum bandwidth of about 100MHz. With laser light
sources, however, data rates over 10Gbps are possible with a single-mode fiber.
The amount of information multiplexed on such a system, in the hundreds of
Gbps, is indeed staggering.

2. Immunity to electrostatic interference: External electrical noise and light-
ning do not affect energy in a fiber-optic strand. However, this is true only for
the optical strands, not the metallic cable components or connecting electron-
ics.

3. Elimination of crosstalk: The light in one glass fiber does not interfere with,
nor is it susceptible to, the light in an adjacent fiber. Recall that crosstalk results
from the electromagnetic coupling between two adjacent copper wires.

4. Lower signal attenuation than other propagation systems: Typical attenua-
tion of a 1GHz bandwidth signal for optical fibers is 0.03 dB per 100 ft., com-
pared to 4.0 dB for RG-58U coaxial.

5. Lower costs: Optical fiber costs are continuing to decline. The costs of many
systems are declining with the use of fiber, and that trend is accelerating.

6. Safety: In many wired systems, the potential hazard of short circuits requires
precautionary designs. Additionally, the dielectric nature of optic fibers elimi-
nates the spark hazard.

7. Corrosion: Given that glass is basically inert, the corrosive effects of certain
environments are not a problem.

8. Security: Due to its immunity to and from electromagnetic coupling and radi-
ation, optical fiber can be used in most secure environments. Although it can
be intercepted or tapped, it is very difficult to do so.

This chapter examines the issues of optical networking. Section 3-2 presents an
overview of optical fiber fundamentals including a discussion on wavelengths and
type of optical fibers. Section 3-3 examines the two distance-limiting parameters in
fiber-optic transmission, attenuation, and dispersion. Optical components are pre-
sented in section 3-4. This includes the various types of connectors currently used on
fiber. Optical networking is presented in section 3-5. An overview of SONET and
FDDI are presented, followed by optical Ethernet. This section includes a discussion
on setting up the building and campus distribution for fiber. Safety is extremely 
important when working with fiber. A brief overview of safety is presented in section
3-6. 

Table 3-1 lists and identifies, by chapter section, where each of the CompTIA
Network+ objectives are presented in this chapter. At the end of each chapter section
is a review with comments of the Network+ objectives presented in that section.
These comments are provided to help reinforce the reader’s understanding of a par-
ticular Network+ objective. The chapter review also includes “Test Your Knowledge”
questions to aid in the understanding of key concepts before the reader advances to
the next section of the chapter. The end of the chapter includes a complete set of ques-
tion plus sample certification type questions.
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TABLE 3-1 Chapter 3 - CompTIA Network+ Objectives

Domain/ Domain/ Section Where 
Objective Objective Objective 
Number Description Is Covered 

3.0 Network Media and Topologies
3.1 Categorize standard media types and associated 3-2, 3-3, 3-6

properties
3.2 Categorize standard connector types based on 3-4

network media
3.7 Compare and contrast different LAN technologies 3-5
3.8 Identify components of wiring distribution 3-5

4.0 Network Management
4.5 Describe the purpose of configuration 3-5

management documentation

3-2 THE NATURE OF LIGHT
Before you can understand the propagation of light in a glass fiber, it is necessary to
review some basics of light refraction and reflection. The speed of light in free space
is 3 × 108 m/s but is reduced in other media, including fiber-optic cables. The reduc-
tion as light passes into denser material results in refraction of the light. Refraction
causes the light wave to be bent, as shown in Figure 3-2. The speed reduction and sub-
sequent refraction is different for each wavelength, as shown in Figure 3-2(b). The
visible light striking the prism causes refraction at both air/glass interfaces and sepa-
rates the light into its various frequencies (colors) as shown. This same effect pro-
duces a rainbow, with water droplets acting as prisms to split the sunlight into the
visible spectrum of colors (the various frequencies).
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FIGURE 3-2 Refraction of light. (From Modern Electronic Communication 9/e, by J.S.
Beasley & G. M. Miller, 2008, p. 782. Copyright ©2002 Pearson Education, Inc. Reprinted by
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The amount of bend provided by refraction depends on the refractive index of
the two materials involved. The refractive index, n, is the ratio of the speed of light in
free space to the speed in a given material. It is slightly variable for different fre-
quencies of light, but for most purposes a single value is accurate enough. 

In the fiber-optics industry, spectrum notation is stated in nanometers (nm)
rather than in frequency (Hz) simply because it is easier to use, particularly in spec-
tral-width calculations. A convenient point of commonality is that 3 × 1014 Hz, or
300THz, is equivalent to 1 μm, or 1000 nm. This relationship is shown in Figure 3-3.
The one exception to this naming convention is when discussing dense wavelength
division multiplexing (DWDM), which is the transmission of several optical chan-
nels, or wavelengths, in the 1550-nm range, all on the same fiber. For DWDM sys-
tems, notations, and particularly channel separations, are stated in terahertz (THz).
Wavelength division multiplexing (WDM) systems are discussed in section 3-5. An
electromagnetic wavelength spectrum chart is provided in Figure 3-3. The electro-
magnetic light waves just below the frequencies in the visible spectrum extending
from 680 nm up are called infrared light waves. Whereas visible light has a wave-
length from approximately 430 nm up to 680 nm, infrared light extends from 680 nm
up to the microwaves. The frequencies from the infrared on up are termed the 
optical spectrum.
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The commonly used wavelengths in today’s fiber-optic systems are

• Multimode fiber: (850 and 1310) nm
• Single mode fiber: (1310 and 1550) nm
• Fiber to the home/business: 1600–1625 nm

Figure 3-4 shows the typical construction of an optical fiber. The core is the
portion of the fiber strand that carries the transmitted light. The cladding is the ma-
terial surrounding the core. It is almost always glass, although plastic cladding of a
glass fiber is available but rarely used. In any event, the refraction index for the core
and the cladding are different. The cladding must have a lower index of refraction to
keep the light in the core. A plastic coating surrounds the cladding to provide pro-
tection. Figure 3-5 shows examples of fiber strands from a fiber bundle.
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FIGURE 3-4 Single-fiber construction. (From Modern Electronic Communication 9/e, by
J.S. Beasley & G. M. Miller, 2008, p. 785. Copyright ©2008 Pearson Education, Inc.
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FIGURE 3-5 Fiber strands (courtesy of Anixter, Inc.). 



Another measure of a fiber’s light acceptance is numerical aperture. The nu-
merical aperture is a basic specification provided by the manufacturer that indicates
the fiber’s ability to accept light and shows how much light can be off-axis and still
propagate.

Several types of optical fibers are available, with significant differences in their
characteristics. The first communication-grade fibers (early 1970s) had light-carry-
ing core diameters about equal to the wavelength of light. They could carry light in
just a single waveguide mode.

The difficulty of coupling significant light into such a small fiber led to devel-
opment of fibers with cores of about 20 to 100 μm. These fibers support many wave-
guide modes and are called multimode fibers. The first commercial fiber-optic
systems used multimode fibers with light at 800–900 nm wavelengths. A variation of
the multimode fiber was subsequently developed, termed graded-index fiber. This af-
forded greater bandwidth capability.

As the technology became more mature, the single-mode fibers were found to
provide lower losses and even higher bandwidth. This has led to their use at 1300 nm,
1550 nm, up to 1625 nm in many telecommunication and fiber-to-the home applica-
tions. The new developments have not made old types of fiber obsolete. The applica-
tion now determines the type used. The following major criteria affect the choice of
fiber type:

1. Signal losses
2. Ease of light coupling and interconnection
3. Bandwidth

Figure 3-6 presents a graphic of a fiber showing three modes (that is, multi-
mode) of propagation: 

• The lowest-order mode is seen traveling along the axis of the fiber.
• The middle-order mode is reflected twice at the interface. 
• The highest-order mode is reflected many times and makes many trips across

the fiber. 

As a result of these variable path lengths, the light entering the fiber takes a
variable length of time to reach the detector. This results in a pulse-broadening or dis-
persion characteristic, as shown in Figure 3-6. This effect is termed pulse dispersion
and limits the maximum distance and rate at which data (pulses of light) can be prac-
tically transmitted. You will also note that the output pulse has reduced amplitude as
well as increased width. The greater the fiber length, the worse this effect will be. As
a result, manufacturers rate their fiber in bandwidth per length, such as 400MHz/km.
This means the fiber can successfully transmit pulses at the rate of 400MHz for 1 km,
200MHz for 2 km, and so on. In fact, current networking standards limit multimode
fiber distances to 2 km. Of course, longer transmission paths are attained by locating
regenerators at appropriate locations. Step-index multimode fibers are rarely used in
networking due to their very high amounts of pulse dispersion and minimal band-
width capability.
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FIGURE 3-6 Modes of propagation for step-index fiber. (From Modern Electronic
Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 787. Copyright ©2008 Pearson
Education, Inc. Reprinted by permission of Pearson Education, Inc., Upper Saddle River,
NJ.) 

Graded-Index Fiber
In an effort to overcome the pulse-dispersion problem, the graded-index fiber was
developed. In the manufacturing process for this fiber, the index of refraction is tai-
lored to follow the parabolic profile shown in Figure 3-7. This results in low-order
modes traveling through the constant-density material in the center. High-order
modes see a lower index of refraction material farther from the core, and thus the ve-
locity of propagation increases away from the center. Therefore, all modes, even
though they take various paths and travel different distances, tend to traverse the fiber
length in about the same amount of time. These fibers can therefore handle higher
bandwidths and/or provide longer lengths of transmission before pulse dispersion ef-
fects destroy intelligibility and introduce bit errors.
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FIGURE 3-7 Modes of propagation for graded-index fiber. (From Modern Electronic
Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 788. Copyright ©2008 Pearson
Education, Inc. Reprinted by permission of Pearson Education, Inc., Upper Saddle River,
NJ.)

Graded-index multimode fibers with 50 μm-diameter cores and 125 μm
cladding are used in many telecommunication systems at up to 300 megabits per sec-
ond (Mbps) over 50-km ranges without repeaters. Graded-index fiber with up to a 100
μm core is used in short-distance applications that require easy coupling from the
source and high data rates, such as for video and high-speed local area networks
(LANs). The larger core affords better light coupling than the 50 μm core and does



not significantly degrade the bandwidth capabilities. In the telecommunications in-
dustry, there are two commonly used core sizes for graded-index fiber, these being 50
μm and 62.5 μm. Both have 125 μm cladding. The large core diameter and the high
NA (numerical aperture) of these fibers simplify input cabling and allow the use of
relatively inexpensive connectors. Fibers are specified by the diameters of their core
and cladding. For example, the fibers just described would be called 50/125 fiber and
62.5/125 fiber.

Single-Mode Fibers
A technique used to minimize pulse dispersion effects is to make the core extremely
small—on the order of a few micrometers. This type accepts only a low-order mode,
thereby allowing operation in high-data-rate, long-distance systems. This fiber is typ-
ically used with high-power, highly directional modulated light sources such as a
laser. Fibers of this variety are called single-mode (or monomode) fibers. Core di-
ameters of only 7–10 μm are typical.
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Single-mode fibers are widely used in long-haul and wide area network
(WAN) applications. They permit transmission of about 10Gbps and a repeater spac-
ing of up to 80km. These bandwidth and repeater spacing capabilities are constantly
being upgraded by new developments.
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When describing the core size of single-mode fibers, the term mode field di-
ameter is the term more commonly used. Mode field diameter is the actual guided
optical power distribution diameter. In a typical single-mode fiber, the mode field di-
ameter is 1 μm or so larger than the core diameter. The actual value depends on the
wavelength being transmitted. In fiber specification sheets, the core diameter is stated
for multimode fibers, but the mode field diameter is typically stated for single-mode
fibers.

Figure 3-8 provides a graphical summary of the three types of fiber discussed,
including typical dimensions, refractive index profiles, and pulse-dispersion effects. 
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Section 3-2 Review
This section has covered the following Network+ Exam objectives.  

3.1 Categorize standard media types and associated properties

This section has introduced the reader to the nature of light and fiber-optics;
in particular, single-mode and multimode fiber. Figure 3-4 provides a good graph-
ical view of the composition of a fiber-optic cable. The concept of how light trav-
els in an optical waveguide such as fiber was also presented.

Test Your Knowledge

1. What are the light waves just below the frequencies in the visible spectrum
extending up called? 

a. Sub-light waves 
b. Infrared light waves
c. Refractive waves 
d. Multimode waves 
e. Polar waves 

2. What is the material surrounding the core of an optical waveguide called?
a. Cladding 
b. Aperture 
c. Mode field 
d. Step-index 
e. Graded-index 

3. Single-mode fiber cables have a core diameter of about 7–10 micrometers.
True or False?



3-3 FIBER ATTENUATION AND DISPERSION
There are two key distance-limiting parameters in fiber-optic transmissions: attenua-
tion and dispersion.

Attenuation
Attenuation is the loss of power introduced by the fiber. This loss accumulates as the
light is propagated through the fiber strand. The loss is expressed in dB/km (decibels
per kilometer) of length. The loss, or attenuation, of the signal is due to the combi-
nation of four factors: scattering, absorption, macrobending, and microbending. Two
other terms for attenuation are intrinsic and extrinsic. 

Scattering is the primary loss factor over the three wavelength ranges. Scat-
tering in telecommunication systems accounts for 96 percent of the loss and is the ba-
sis of the attenuation curves and values, such as that shown in Figure 3-9, and industry
data sheets. The scattering is known as Rayleigh scattering and is caused by refrac-
tive index fluctuations. Rayleigh scattering decreases as wavelength increases, as
shown in Figure 3-9.

Absorption is the second loss factor, a composite of light interaction with the
atomic structure of the glass. It involves the conversion of optical power to heat. One
portion of the absorption loss is due to the presence of OH hydroxol ions dissolved
in the glass during manufacture. These cause the water attenuation or OH peaks
shown in Figure 3-9 and other attenuation curves.

Macrobending is the loss caused by the light mode breaking up and escaping
into the cladding when the fiber bend becomes too tight. As the wavelength increases,
the loss in a bend increases. Although losses are in fractions of dB, the bend radius
in small splicing trays and patching enclosures should be minimal.

Microbending is a type of loss caused by mechanical stress placed on the fiber
strand, usually in terms of deformation resulting from too much pressure being ap-
plied to the cable. For example, excessively tight tie wraps or clamps will contribute
to this loss. This loss is noted in fractions of a dB.
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FIGURE 3-9 Typical attenuation of cabled fiber strands. (From Modern Electronic
Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 792. Copyright ©2008 Pearson
Education, Inc. Reprinted by permission of Pearson Education, Inc., Upper Saddle River,
NJ.) 

Dispersion
Dispersion, or pulse broadening, is the second of the two key distance-limiting pa-
rameters in a fiber-optic transmission system. It is a phenomenon in which the light
pulse spreads out in time as it propagates along the fiber strand. This results in a
broadening of the pulse. If the pulse broadens excessively, it can blend into the adja-
cent digital time slots and cause bit errors. Figure 3-10 illustrates the effects of dis-
persion on a light pulse. 
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FIGURE 3-10 Pulse broadening or dispersion in optical fibers. (Adapted from Modern
Electronic Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 793. Copyright ©2008
Pearson Education, Inc. Adapted by permission of Pearson Education, Inc., Upper Saddle
River, NJ.) 

There are three types of dispersion: 

• Modal dispersion: The broadening of a pulse due to different path lengths
taken through the fiber by different modes.

• Chromatic dispersion: The broadening of a pulse due to different propagation
velocities of the spectral components of the light pulse.

• Polarization mode dispersion: The broadening of a pulse due to the different
propagation velocities of the X and Y polarization components of the light
pulse.

Modal dispersion occurs predominantly in multimode fiber. From a light
source, the light rays can take many paths as they propagate along the fiber. Some
light rays do travel in a straight line, but most take variable-length routes. As a result,
the rays arrive at the detector at different times, and the result is pulse broadening.
This was shown in Figures 3-6 and 3-7. The use of graded-index fiber greatly reduces
the effects of modal dispersion and therefore increases the bandwidth to about
1GHz/km. On the other hand, single-mode fiber does not exhibit modal dispersion,
given that only a single mode is transmitted.

A second equally important type of dispersion is chromatic. Chromatic disper-
sion is present in both single-mode and multimode fibers. Basically, the light source,
both lasers and LEDs, produce several different wavelength light rays when generating
the light pulse. Each light ray travels at a different velocity, and as a result, these rays
arrive at the receiver detector at different times, causing the broadening of the pulse.
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There is a point where dispersion is actually at zero, this being determined by
the refractive index profile. This happens near 1310 nm and is called the zero dis-
persion wavelength. By altering the refractive index profile, this zero dispersion
wavelength can be shifted to the 1550-nm region. Such fibers are called dispersion-
shifted. This is significant because the 1550-nm region exhibits a lower attenuation
than at 1310 nm. This becomes an operational advantage, particularly to long-haul
carriers because with minimum attenuation and minimum dispersion in the same
wavelength region, repeater and regenerator spacing can be maximized.

Polarization mode is the type of dispersion found in single-mode systems and
becomes of particular concern in long-haul and WAN high-data-rate digital and high-
bandwidth analog video systems. In a single-mode fiber, the single propagating mode
has two polarizations, horizontal and vertical, or X axis and Y axis. The index of re-
fraction can be different for the two components; this affects their relative velocity as
shown in Figure 3-11.
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FIGURE 3-11 Polarization mode dispersion in single-mode fiber. (From Modern Electronic
Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 794. Copyright ©2008 Pearson
Education, Inc. Reprinted by permission of Pearson Education, Inc., Upper Saddle River,
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Dispersion Compensation
A considerable amount of fiber in use today was installed in the 1980s and early
1990s. This cable was called the class IVa variety. These cables were optimized to op-
erate in the 1310-nm region, which means their zero-dispersion point was in the
1310-nm wavelength. Due to continuous network expansion needs in recent years, it
is often desired to add transmission capacity to the older fiber cables by using the
1550-nm region, particularly because the attenuation at 1550 nm is less than at 1310
nm. One major problem arises at this point. The dispersion value is higher at 1550
nm, which severely limits its distance capability.

To overcome this problem, a fiber called dispersion compensating fiber was
developed. This fiber acts like an equalizer, negative dispersion canceling positive
dispersion. The fiber consists of a small coil normally placed in the equipment rack
just prior to the optical receiver input. This does introduce some insertion loss (3–10
dB) and may require the addition of an optical-line amplifier.

A new device is a fiber Bragg grating. This technology involves etching ir-
regularities onto a short strand of fiber, which changes the index of refraction and, in
turn, reflects slower wavelengths to the output before the faster ones. This results in
a compressed, or narrower, light pulse, minimizing intersymbol interference (ISI).

Dispersion Compensating
Fiber
Acts like an equalizer,
canceling dispersion effects
and yielding close to zero
dispersion in the 1550-nm
region

Fiber Bragg Grating
A short strand of modified
fiber that changes the index
of refraction and minimizes
intersymbol interference



3-4 OPTICAL COMPONENTS
Two kinds of light sources are used in fiber-optic communication systems: the diode
laser (DL) and the high-radiance light-emitting diode (LED). In designing the opti-
mum system, the special qualities of each light source should be considered. Diode
lasers and LEDs bring to systems different characteristics:

1. Power levels
2. Temperature sensitivities
3. Response times
4. Lifetimes
5. Characteristics of failure
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Section 3-3 Review
This section has covered the following Network+ Exam objectives.  

3.1 Categorize standard media types and associated properties

There are two key distance-limiting parameters in a fiber-optic transmission
system. These are attenuation and dispersion, and these concepts were presented.
Knowledge of the properties of fiber-optics is critical for planning a network in-
stallation or upgrade. 

Test Your Knowledge

1. Which of the following terms refers to broadening of a light pulse as it prop-
agates through a fiber strand?

a. Pulse shaping 
b. Diffusion 
c. Absorption 
d. Dispersion

2. Which of the following terms is caused by refractive index fluctuations and
accounts for 96% of attenuation loss?

a. Scattering 
b. Absorption 
c. Dispersion 
d. Diffusion 

3. Which of the following terms refers to loss due to light breaking up and es-
caping into the cladding?

a. Microbending 
b. Scattering 
c. Macrobending
d. Absorption 

DL
Diode laser

LED
Light-emitting diode



The diode laser is a preferred source for moderate-band to wideband systems.
It offers a fast response time (typically less than 1 ns) and can couple high levels of
useful optical power (usually several mW) into an optical fiber with a small core and
a small numerical aperture. The DL is usually used as the source for single-mode
fiber because LEDs have a low input coupling efficiency.

Some systems operate at a slower bit rate and require more modest levels of
fiber-coupled optical power (50–250 μW). These applications allow the use of high-
radiance LEDs. The LED is cheaper, requires less complex driving circuitry than a
DL, and needs no thermal or optical stabilizations. 

The light output wavelength spread, or spectrum, of the DL is much narrower
than that of LEDs: about 1 nm compared with about 40 nm for an LED. Narrow spec-
tra are advantageous in systems with high bit rates since the dispersion effects of the
fiber on pulse width are reduced, and thus pulse degradation over long distances is
minimized.

Another laser device, called a distributed feedback (DFB) laser, uses tech-
niques that provide optical feedback in the laser cavity. This enhances output stabil-
ity, which produces a narrow and more stable spectral width. Widths are in the range
of 0.01–0.1 nm. This allows the use of more channels in dense wavelength division
multiplex (DWDM) systems. Another even more recent development is an entirely
new class of laser semiconductors called vertical cavity surface emitting lasers
(VCSELs). These lasers can support a much faster signal rate than LEDs, including
gigabit networks. They do not have some of the operational and stability problems of
conventional lasers, however.

VCSELs have the simplicity of LEDs with the performance of lasers. Their 
primary wavelength of operation is in the 750–850-nm region, although development
work is underway in the 1310-nm region. Reliabilities approaching 107 hours are 
projected. 

Most lasers emit a fixed wavelength, but there is a class called tunable lasers
in which the fundamental wavelength can be shifted a few nanometers, but not from
a modulation point of view as in frequency modulation. Figure 3-12 shows an exam-
ple of a tunable laser diode module. The primary market for these devices is in a net-
work operations environment where DWDM is involved. Traffic routing is often
made by wavelength, and, as such, wavelengths or transmitters must be assigned and
reassigned to accommodate dynamic routing or networking, bandwidth on demand,
seamless restoration (serviceability), optical packet switching, and so on. Tunable
lasers are used along with either passive or tunable WDM filters.
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FIGURE 3-12 A tunable laser diode module (courtesy of Fujitsu Compound
Semiconductor, Inc.). 



Intermediate Components
The typical fiber-optic telecommunication link (as shown previously in Figure 3-1)
is a light source or transmitter and light detector or receiver interconnected by a strand
of optical fiber, light pipe, or glass. An increasing number of specialized networks
and system applications have various intermediate components along the span be-
tween the transmitter and the receiver. A brief review of these devices and their uses
is provided in the list that follows.

• Isolators: An isolator is an inline passive device that allows optical power to
flow in one direction only. 

• Attenuators: Attenuators are used to reduce the received signal level (RSL).
They are available in fixed and variable configurations. 

• Branching devices: Branching devices are used in simplex systems where a
single optical signal is divided and sent to several receivers, such as point-to-
multipoint data or a CATV distribution system. 

• Splitters: Splitters are used to split, or divide, the optical signal for distribution
to any number of places. 

• Wavelength division multiplexers: Wavelength division multiplexers com-
bine or divide two or more optical signals, each having a different wavelength.
They are sometimes called optical beam splitters. 

• Optical-line amplifiers: Optical-line amplifiers are analog amplifiers. Place-
ment can be at the optical transmitter output, midspan, or near the optical 
receiver. 

Detectors
The devices used to convert the transmitted light back into an electrical signal are a
vital link in a fiber-optic system. This important link is often overlooked in favor of
the light source and fibers. However, simply changing from one photodetector to an-
other can increase the capacity of a system by an order of magnitude.

The important characteristics of light detectors are as follows:
• Responsivity: This is a measure of output current for a given light power

launched into the diode.
• Response speed: This determines the maximum data rate capability of the de-

tector.
• Spectral response: This determines the responsivity that is achieved relative

to the wavelength at which responsivity is specified. 

Optical fibers are joined either in a permanent fusion splice or with a mechan-
ical splice (for example, connectors and camsplices). The connector allows repeated
matings and unmatings. Above all, these connections must lose as little light as pos-
sible. Low loss depends on correct alignment of the core of one fiber to another, or to
a source or detector. Losses for properly terminated fusion and mechanical splices is
typically 0.2 dB or less. Signal loss in fibers occurs when two fibers are not perfectly
aligned within a connector. Axial misalignment typically causes the greatest loss—
about 0.5 dB for a 10 percent displacement. Figure 3-13 illustrates this condition as
well as other loss sources. 
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FIGURE 3-13 Sources of connection loss. (From Modern Electronic Communication 9/e, by
J.S. Beasley & G. M. Miller, 2008, p. 806. Copyright ©2008 Pearson Education, Inc.
Reprinted by permission of Pearson Education, Inc., Upper Saddle River, NJ.) 

Angular misalignment [Figure 3-13(b)] can usually be well controlled in a con-
nector. Most connectors leave an air gap, as shown in Figure 3-13(c). The amount of
gap affects loss since light leaving the transmitting fiber spreads conically.

The losses due to rough end surfaces shown in Figure 3-13(d) are often caused
by a poor cut, or “cleave,” but can be minimized by polishing or using pre-polished
connectors. Polishing typically takes place after a fiber has been placed in a connec-
tor. The source of connection losses shown in Figure 3-13(d) can, for the most part,
be controlled by a skillful cable splicer. There are four other situations that can cause
additional connector or splice loss, although in smaller values. These are shown in
Figure 3-13(e), (f), (g), and (h). These are related to the nature of the fiber strand at
the point of connection and are beyond the control of the cable splicer. The effect of
these losses can be minimized somewhat by the use of a rotary mechanical splice,
which by the joint rotation will get a better core alignment.

With regard to connectorization and splicing, there are two techniques to con-
sider for splicing. Fusion splicing is a long-term method, in which two fibers are
fused or welded together. The two ends are stripped of their coating, cut or cleaved,
and inserted into the splicer. The ends of the fiber are aligned, and an electric arc is
fired across the ends, melting the glass and fusing the two ends together. There are
both manual and automatic fusion splicers; the choice usually depends on the num-
ber of splices to be done on a given job, technician skill levels available, and of course
the budget. Typical insertion losses of less than 0.1 dB—frequently in the 0.05 dB
range—can be consistently achieved.
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Mechanical splices can be permanent and an economical choice for certain
fiber-splicing applications. Mechanical splices also join two fibers together, but they
differ from fusion splices in that an air gap exists between the two fibers. This results
in a glass-air-glass interface, causing a severe double change in the index of refrac-
tion. This change results in an increase in insertion loss and reflected power. The con-
dition can be minimized by applying an index-matching gel to the joint. The gel is
a jellylike substance that has an index of refraction much closer to the glass than air.
Therefore, the index change is much less severe. Mechanical splices have been uni-
versally popular for repair and for temporary or laboratory work. They are quick,
cheap, easy, and appropriate for small jobs. The best method for splicing depends on
the application, including the expected future bandwidth (that is, gigabit), traffic, the
job size, and economics. The loss in a mechanical splice can be minimized by using
an OTDR to properly align the fiber when you are making the splice.

Fiber Connectorization
For fiber connectorization, there are several choices on the market such as SC, ST,
FC, LC, MT-RJ, and others. The choice of the connector is typically dictated by the
hardware being used and the fiber application. Figure 3-14(a–e) provides some ex-
amples of SC, ST, FC, LC, and MTRJ connectors
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(a) SC connector (b) ST connector

(c) MT-RJ connector

(d) LC Connector (e) FC Connector

FIGURE 3-14 Typical fiber connections. [(a), (b), and (c) From Modern Electronic
Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 808. Copyright ©2008 Pearson
Education, Inc. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, NJ.
(d) and (e) from Black Box Corporation.] 



Some general requirements for fiber connectors are as follows:

• Easy and quick to install
• Low insertion loss—a properly installed connector will have as little as 0.25 dB

insertion loss
• High return loss greater than 50 dB—this is increasingly important in gigabit

networks, DWDM systems, high-bandwidth video, and so on
• Repeatability
• Economical

In preparing the fiber for splicing or connectorization, only the coating is re-
moved from the fiber strand. The core and the cladding are not separable. The 125m
cladding diameter is the portion that fits into the splice or connector, and therefore
most devices can handle both single and multimode fiber.

Sometimes the issue arises as to the advisability of splicing together fibers of
different core sizes. The one absolute rule is do not splice single- and multimode fiber
together! Similarly, good professional work does not allow different sizes of multi-
mode fiber to be spliced together. However, in an emergency, different sizes can be
spliced together if the following is considered:

When transmitting from a small- to large-core diameter, there will be minimal,
if any, increase in insertion loss. However, when the transmission is from a larger to
a smaller core size, there will be added insertion loss and a considerable increase in
reflected power should be expected.

Industrial practice has confirmed the acceptability of different core size inter-
changeability for emergency repairs in the field, mainly as the result of tests with 50
m and 62.5 m multimode fiber for a local area network.

Section 3-4 • OPTICAL COMPONENTS 135

Section 3-4 Review
This section has covered the following Network+ Exam objectives.  

3.2 Categorize standard connector types based on network media

This section  presented a look at optical components. Issues with connection
loss are shown in Figure 3-13 and the different types of connectors are shown in
Figure 3-14.  

Test Your Knowledge

1. Fusion-splicing is characterized by which of the following?
a. A temporary method for splicing fiber 
b. An inexpensive alternative to mechanical splices 
c. Requires index-matching gel 
d. A long-term method where two fibers are fused or welded together 

2. The function of an attenuator is to reduce the receive signal level. True or
False?



3-5 OPTICAL NETWORKING
The need for increased bandwidth is pushing the fiber-optic community into optical
networking solutions that are almost beyond the imagination of even the most ad-
vanced networking person. Optical solutions for long-haul, wide area, metropolitan,
campus, and local area networks are available. Cable companies are already using the
high-bandwidth capability of fiber to distribute cable programming as well as data
throughout their service areas.

The capital cost differences between a fiber system and a copper-based system
are diminishing, and the choice of networking technology for new networks is no
longer just budgetary. Fiber has the capacity to carry more bandwidth, and because
the fiber infrastructure cost decreases, fiber will be chosen to carry the data. Of
course, the copper infrastructure is already in place, and new developments are pro-
viding increases in data speed over copper (for example, CAT6 and CAT7). However,
optical fiber is smaller and easier to install in already crowded ducts and conduits.
Additionally, security is enhanced because it is difficult to tap optical fiber without
detection. Will fiber replace copper in computer networks? For many years, a hybrid
solution of fiber and copper is expected.

Defining Optical Networking
Optical networks are becoming a major part of data delivery in homes, in businesses,
and for long-haul carriers. The telecommunications industry has been using fiber to
carry long-haul traffic for many years. Some major carriers are merging with cable
companies so that they are poised to provide high-bandwidth capabilities to the home.
Developments in optical technologies are reshaping the way we will use fiber in fu-
ture optical networks. 

But there is a new slant with optical networks. Dense wave division multiplex-
ing and tunable lasers have changed the way optical networks can be implemented. It
is now possible to transport many wavelengths over a single fiber. Lab tests at AT&T
have successfully demonstrated the transmission of 1,022 wavelengths over a single
fiber. Such transport of multiple wavelengths opens up the possibilities to routing or
switching many different data protocols over the same fiber but on different wave-
lengths. The development of cross-connects that allow data to arrive on one wave-
length and leave on another opens other possibilities.

Synchronous optical network (SONET) and SDH were the North American
and international standards for the long-haul optical transport of telecommunication
for many years. SONET/SDH defined a standard for the following:

• Increase in network reliability
• Network management
• Defining methods for the synchronous multiplexing of digital signals such as

DS-1 (1.544Mbps) and DS-3 (44.736Mbps)
• Defining a set of generic operating/equipment standards
• Flexible architecture
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SONET/SDH specifies the various optical carrier (OC) levels and the equiva-
lent electrical synchronous transport signals (STS) used for transporting data in a
fiber-optic transmission system. Optical network data rates are typically specified in
terms of the SONET hierarchy. Table 3-2 lists the more common data rates.

TABLE 3-2 SONET Hierarchy Data Rates

Signal Bit Rate Capacity

OC-1 (STS-1) 51,840Mbps 28DS-Is or 1 DS-3
OC-3 (STS-3) 155.52Mbps 84DS-Is or 3 DS-3s
OC-12 (STS-12) 622.080Mbps 336 DS-1s or 12 DS-3s
OC-48 (STS-48) 2.48832Gbps 1344 DS-1s or 48 DS-3s
OC-192 (STS-192) 9.95328Gbps 5376 DS-Is or 192 DS-3s

OC: Optical carrier—DS-1: 1.544Mbps

STS: Synchronous transport signal—DS-3: 44.736Mbps

The architectures of fiber networks for the home include providing fiber to the
curb (FTTC) and fiber to the home (FTTH). FTTC is being deployed today. It pro-
vides high bandwidth to a location with proximity to the home and provides a high-
speed data link, via copper (twisted-pair), using VDSL (very high-data digital
subscriber line). This is a cost-effective way to provide large-bandwidth capabilities
to a home. FTTH will provide unlimited bandwidth to the home; however, the key to
its success is the development of a low-cost optical-to-electronic converter in the
home and laser transmitters that are tunable to any desired channel.

Another architecture in place is fiber to the business (FTTB). A fiber connec-
tion to a business provides for the delivery of all current communication technologies
including data, voice, video, conferencing, and so on. An additional type is fiber to
the desktop (FTTD). This setup requires that the computer has a fiber network inter-
face card (NIC). FTTD is useful in applications such as computer animation work that
has high-bandwidth requirements. 

Conventional high-speed Ethernet networks are operating over fiber. This is
called optical Ethernet and uses the numerics listed in Table 3-3 for describing the
type of network configuration. Fiber helps to eliminate the 100-m distance limit as-
sociated with unshielded twisted-pair (UTP) copper cable. This is possible because
fiber has a lower attenuation loss. In a star network, the computer and the switch are
directly connected. If the fiber is used in a star network, an internal or external media
converter is required. The media converter converts the electronic signal to an optical
signal, and vice versa. A media converter is required at both ends, as shown in Fig-
ure 3-15. The media converter is typically built in to the network interface card.
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TABLE 3-3 Optical Ethernet Numerics

Numeric Description

10BASE-F 10Mbps Ethernet over fiber—generic specification for fiber
10BASE-FB 10Mbps Ethernet over fiber—part of the IEEE 10BaseF specification;

segments can be up to 2 km in length
10BASE-FL 10Mbps Ethernet over fiber—segments can be up to 2 km in length; it

replaces the FOIRL specification.
10BASE-FP A passive fiber star network; segments can be up to 500 m in length
100BASE-FX A 100Mbps fast Ethernet standard that uses two fiber strands
1000BASE-LX Gigabit Ethernet standard that uses fiber strands using long-

wavelength transmitters
1000BASE-SX Gigabit Ethernet standard using short-wavelength transmitters
10GBASE-R 10 gigabit (10.325Gbps) Ethernet for LANs
10GBASE-W 10 gigabit (9.95328Gbps) Ethernet for WANs using OC-192 and SONET

Framing

Multimode fiber—2 km length single mode—10 km length
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FIGURE 3-15 An example of connecting a PC to an Ethernet hub or switch via fiber. (From
Modern Electronic Communication 9/e, by J.S. Beasley & G. M. Miller, 2008, p. 820.
Copyright ©2008 Pearson Education, Inc. Reprinted by permission of Pearson Education,
Inc., Upper Saddle River, NJ.)  

Two important issues to be considered when designing a fiber network are the
guidelines for the following:

Building distribution

Campus distribution

The following subsections discuss techniques for planning the fiber plant, the
distribution of the fiber, and the equipment and connections used to interconnect the
fiber. The first example is for a building distribution, the second for a campus distri-
bution.

Building Distribution
Figure 3-16 shows an example of a simple fiber network for a building. Fiber lines
consist of a minimum of two fibers, one for transmitting and one for receiving. Fiber
networks work in the full-duplex mode, meaning that the links must be able to 
simultaneously transmit and receive; hence, the need for two fibers on each link.

Fiber
PC

Media
converter

Media
converter

Ethernet
hub/switch



FIGURE 3-16 A simple fiber distribution in a building.

Item A is the main fiber feed for the building. This is called a building distrib-
ution (BD) fiber. The two fibers for the BD link terminate into a main fiber cross-
connect (item B). A fiber cross-connect is the optical patch panel used to connect the
fiber cables to the next link. The fiber cross-connect typically uses mechanical splices
to make the fiber connections.

Items C and E represent the active equipment in the main distribution closet 
in the building. The active equipment could be a router, switch, or telephone PBX
(private branch exchange). Item D shows the jumpers connecting the main fiber
cross-connect (item B) to the active equipment (item C).

The active equipment will need some type of optical interface for the optical-
electrical signal conversion, such as a GBIC (pronounced “gee-bick”). GBIC, or 
the Gigabit Interface Converter, is a hot-swappable transceiver that is used for 
transmitting and receiving higher-speed signals over fiber-optic lines. This is shown
in Figure 3-17(a).  
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FIGURE 3-17 The Cisco (a) GBIC, (b) SFP, (c) XENPAK, (d) X2, and (e) XFP optical-to-fiber
transceivers (courtesy of Cisco).

To increase port density on the active network equipment, the industry has been
moving toward using a mini-GBIC or SFP (Small Form factor Pluggable).This is
shown in Figure 3-17(b) The SFP is more than half the size of the GBIC shown in
Figure 3-17(a). These modules are used to connect to other fiber-optic systems such
as 1000Base-SX, which operates with multimode fiber in a short wavelength, and
1000Base-LX, which operates with the single-mode fiber in a longer wavelength.
GBIC and SFP modules are designed to plug into interfaces such as routers and
switches.  

In the ten gigabits (10G) Ethernet world, several versions of optical-to-fiber
transceivers have been developed. It all started with the XENPAK, shown in Figure
3-17(c), transceivers which were followed by the XPAK and the X2, shown in Fig-
ure 3-17(d). These later transceiver modules are smaller than the XENPAK. Then, an
even smaller size module called XFP was developed. The XFP, shown in Figure 
3-17(e), has lower power consumption than the XENPAK, XPAK, and X2, but it still
can deliver up to 80Km in distance, which is the same as the older modules. With its
small size, its lower power consumption, and its reachability, the XFP was thought to
be the future of the 10G transceiver. Recently, a new type of 10G transceiver has
emerged, and it is a SFP+. Its look and size are identical to a 1000Base SFP trans-
ceiver. To be able to deliver 10G speed in its small form factor, the working distance
that the SFP+ can deliver is reduced to 40Km. So, if the distance is not of the con-
cern, then SFP+ might be the 10G transceiver of choice. These modules support 850,
1310, and 1550 fiber wavelengths. Figure 3-17 collectively shows examples of
1000Base and 10GBase transceivers.
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Referring to Figure 3-16, items F and G show the two fiber pairs patched into
the main fiber cross-connect connecting to the IDC. These fibers (F and G) are called
the interconnect (IC) fibers. The fibers terminate into the IDC fiber cross-connects
(items H and I).

Items J and K in Figure 3-16 are fiber jumpers that connect the fiber cross-
connect to the IDC active equipment. Once again, the active equipment must have a
GBIC or some other interface for the optical-electrical signal conversion.

A general rule for fiber is that the distribution in a building should be limited
to “2 deep.” This means that a building should have only the main distribution and the
intermediate distribution that feeds the horizontal distribution to the work area.

Figure 3-18(a) and (b) illustrate an example of the “2-deep” rule. Figure 3-18(a)
shows an example of a building distribution that meets the “2-deep” rule. The IDC is
at the first layer, and the horizontal distribution (HD) is at the second layer. Figure 3-
18(b) illustrates an example of a fiber distribution that does not meet the “2-deep”
rule. In this example, the HD and work area are 3-deep, or 3 layers from the building’s
main distribution.
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FIGURE 3-18 Examples of the “2-deep” rule: (a) the distribution meeting the
requirement; (b) the distribution not meeting the requirement. 

Campus Distribution
Figure 3-19 shows a map of the fiber distribution for a campus network. This map
shows how the fiber is interconnected and data is distributed throughout the campus
and is called a logical fiber map. Another style of map often used to show the fiber
distribution is a physical fiber map, as shown in Figure 3-20. This map shows the
routing of the fiber but also shows detail about the terrain, underground conduit, and
entries into buildings. Both map styles are important and necessary for documenta-
tion and planning of the fiber network. This material focuses on the documentation
provided in the logical fiber map.

Logical Fiber Map
Shows how the fiber is
interconnected and data is
distributed throughout a
campus

Physical Fiber Map
Shows the routing of the
fiber but also shows detail
about the terrain,
underground conduit, and
entries into buildings



FIGURE 3-19 A logical fiber map.  

Referring to the logical fiber map in Figure 3-19, this campus network has two
connections to the Telco: the primary Telco demarcation (item A) in building 1 and
the secondary Telco demarcation (item B) in building 2. These two Telco connections
provide for redundant Internet and wide area network data services. If something hap-
pens in building 1 that shuts down the external data services, Internet and WAN data
traffic can be switched to building 2. Also data traffic can be distributed over both
connections to prevent bottlenecking. Buildings 1 and 2 are interconnected with 36
multimode (mm) and 48 single-mode (sm) fibers. This is documented on the line in-
terconnecting buildings 1 and 2 (item C) and written as 36/48 (item D). The dotted
line between buildings 1 and 2 indicates the backbone or main fiber distribution for
the campus network. The bulk of the campus network data traffic travels over these
fibers. The campus backbone (green dotted line) also extends from building 2 to
building 4 and from building 3 to building 5.

This setup enables the data to be distributed over the campus. For example, data
traffic from the primary Telco demarcation (item A) reaches building 12 by traveling
via fiber through buildings 1-3-5-11-12. If the building 3 connection is down, then
data traffic from the primary Telco demarcation can be routed through buildings 1-2-
4-7-6-5-11-12. What happens to the data traffic for building 12 if building 5 is out of
operation? In this case, data traffic to/from buildings 11 and 12 is lost.

Item E shows a fiber connection to/from buildings 4 and 10. This fiber bundle
provides an alternative data path from the primary Telco demarcation to the other side
of the campus network.
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FIGURE 3-20 An example of a physical fiber map (courtesy of Palo Alto Utilities). 

The cabling between buildings is a mix of multimode and single-mode fiber.
The older fiber runs a 12/12 cable (12 multimode/12 single-mode). Fiber cables are
bundled in groups of 12 fibers. For example, a 12/12 fiber will have two bundles: one
bundle of multimode and one bundle of single-mode fiber. A 36/48 cable will have 3
bundles of multimode and 4 bundles of single-mode fiber. Each bundle of fibers is
color-coded as listed in Table 3-4. For example, in a 36/48 fiber cable, the 3 bundles
of multimode are in loose tubes that are color-coded blue/orange/green. The four bun-
dles of single mode are in loose tubes that are color-coded brown/slate/white/red. 

TABLE 3-4 The Fiber Color-code for the Twelve Fibers in a Bundle

Pair Color

1/2 Blue/Orange

3/4 Green/Brown
5/6 Slate/White
7/8 Red/Black
9/10 Yellow/Violet
11/12 Rose/Aqua Marine
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In this example, the newer fiber cabling installations were run with a 36/48 
and 24/48 mix. Why the difference? The main reason is economics. The cost per foot
(meter) of the new fiber is cheaper, so more fiber can be placed in a cable for the same
cost per foot.

The fiber connecting the buildings is typically run either in PVC conduit, which
makes it easy to add or remove fiber cables, or in trenches or tunnels. Running fiber
in trenches is very expensive and significantly increases the installation cost. (Note:
Network administrators need to be aware of any trenches being dug on campus.) Even
if the budget doesn’t allow for buying fiber at the time, at least have a conduit and pull
line installed.

Fiber provides substantially increased bandwidth for building and campus net-
works and can easily handle the combined traffic of PCs, switches, routers, video, and
voice services. Fiber has greater capacity, which enables faster transfer of data, min-
imizes congestion problems, and provides tremendous growth potential for each of
the fiber runs.

Another important application of optical Ethernet is extending the reach of the
Ethernet network from the local and campus network out to the metropolitan and
wide area networks. Essentially, optical networking is introducing Ethernet as a vi-
able WAN technology. Extending Ethernet into a WAN is a seamless integration of
the technologies. The Ethernet extension into the WAN simply requires optical
adapters such as a GBIC (gigabit interface converter) and two fiber strands, one 
for transmitting and one for receiving. Conventional high-speed Ethernet LANs 
operating over fiber use the numerics listed in Table 3-4 for describing the network
configuration.
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Section 3-5 Review
This section has covered the following Network+ Exam objectives.  

3.7 Compare and contrast different LAN technologies

The issues with configuring an optical network have been introduced in this
chapter. The concept of optical networking is defined as well as FTTH (Fiber to
the Home) and FTTB(Fiber to the Business).

3.8 Identify components of wiring distribution

A block diagram for fiber distribution in a building is provided in Figure 
3-18. A logical fiber map that shows how the fiber is interconnected in a network
is provided in Figure 3-19.  An example of a physical fiber map showing detail
such as terrain and entries into a building is provided in Figure 3-20.

4.5 Describe the purpose of configuration management documentation

Documenting a fiber-optic network becomes extremely important when try-
ing to keep track of how the data is routed and which fibers are being used. Equally
important are which fibers are available for future expansion.



3-6 SAFETY
Any discussion of fiber-optics or optical networking is not complete unless it ad-
dresses safety issues, even if only briefly. As the light propagates through a fiber, two
factors will further attenuate the light if there is an open circuit:

1. A light beam will disperse or fan out from an open connector.
2. If a damaged fiber is exposed on a broken cable, the end will likely be shattered,

which will considerably disperse the light. In addition, there would be a small
amount of attenuation from the strand within the cable, plus any connections or
splices along the way.

However, there are two factors that can increase the optical power at an exposed fiber
end.

1. There could be a lens in a pigtail that could focus more optical rays down the
cable.

2. In the newer DWDM systems, there will be several optical signals in the same
fiber; although separate, they will be relatively close together in wavelength.
The optical power incident on the eye will then be multiplied.

There are two factors to be aware of:

1. The eye can’t see fiber-optic communication wavelength, so there is no pain or
awareness of exposure. However, the retina can still be exposed and damaged.
(Refer to Figure 3-3, the electromagnetic spectrum.)
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Test Your Knowledge

1. What does the logical fiber map show? (select all that apply) 
a. How data is distributed throughout a campus 
b. The routing of the fiber 
c. Terrain and underground conduits 
d. How the fiber is interconnected 

2. What does the physical fiber map show? (select all that apply) 
a. The routing of the fiber 
b. The LAN connections 
c. Terrain issues 
d. Router placement 

3. What is the name of the optical-to-fiber interface used at 10 gigabits? 
a. GBIC 
b. 10GBIC 
c. XENPAK
d. ZENPAK 



2. Eye damage is a function of the optical power, wavelengths, source or spot di-
ameter, and duration of exposure.

So for those working on fiber-optic equipment:

1. DO NOT EVER look into the output connector of energized test equipment.
Such equipment can have higher powers than the communication equipment it-
self, particularly OTDRs.

2. If you need to view the end of a fiber, ALWAYS turn off the transmitter, partic-
ularly if you don’t know whether the transmitter is a laser or LED, given that
lasers are higher-power sources. If you are using a microscope to inspect a fiber,
the optical power will be multiplied.

From a mechanical point of view:

1. Good work practices are detailed in safety, training, and installation manuals.
READ AND HEED.

2. Be careful with machinery, cutters, chemical solvents, and epoxies.
3. Fiber ends are brittle and will break off easily, including the ends cut off from

splicing and connectorization. These ends are extremely difficult to see and can
become “lost” and/or easily embedded in your finger. You won’t know until
your finger becomes infected. Always account for all scraps.

4. Use safety glasses specifically designed to protect the eye when working with
fiber-optic systems.

5. Obtain and USE an optical safety kit.
6. Keep a CLEAN and orderly work area.

In all cases, be sure the craft personnel have the proper training for the job!
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Section 3-6 Review
This section has covered the following Network+ Exam objectives.  

3.1 Categorize standard media types and associated properties

Anytime you are working with fiber, you need to be careful. This section pre-
sents an overview of safety.

Test Your Knowledge
1. The eye cannot see fiber-optic communication wavelengths, so never look

into the end of a fiber. True or False?

2. It is important to be very careful working with fiber ends. These ends are ex-
tremely difficult to see and can become “lost” and/or easily embedded in
your finger. True or False?



SUMMARY

Chapter 3 introduced the field of fiber-optics and optical networking. The chapter has
provided examples using fiber to interconnect LANs in both a building and a campus
network. The major topics that the student should understand include the following:

• The advantages offered by optical networking
• The properties of light waves
• The physical and optical characteristics of optical fibers
• Attenuation and dispersion effects in fiber
• The description of the common techniques used to connect fiber
• The usage of fiber-optics in LANs, campus networks, and WANs
• System design of optical networks
• Safety considerations when working with fiber
• Analysis of OTDR waveforms

QUESTIONS AND PROBLEMS

Section 3-1

1. List the basic elements of a fiber-optic communication system.

2. List five advantages of an optical communications link.

Section 3-2
3. Define refractive index.

4. What are the commonly used wavelengths in fiber-optic systems?

QUESTIONS AND PROBLEMS 147



5. Which part of an optical fiber carries the light?

6. What is a measure of a fiber’s light acceptance?

7. Define pulse dispersion.

8. What are the typical core/cladding sizes (in microns) for multimode fiber?

9. What is the typical core size for single-mode fiber?

10. Define mode field diameter.

Section 3-3
11. What are the two key distance-limiting parameters in fiber-optic transmissions?

12. What are the four factors that contribute to attenuation?

13. Define dispersion.

14. What are three types of dispersion?

15. What is meant by the zero-dispersion wavelength?

16. What is a dispersion compensating fiber?

Section 3-4
17. What are the two kinds of light sources used in fiber-optic communication 

systems?

18. Why is a narrower spectra advantageous in optical systems?

19. Why is a tunable laser of importance in optical networking?
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20. What is the purpose of an optical attenuator?

21. List two purposes of optical detectors.

22. What is the advantage of fusion splicing over mechanical splicing?

Section 3-5
23. Define: (a) FTTC; (b) FTTH; (c) FTTB; (d) FTTD.

24. What is the purpose of a GBIC?

25. What is the “2-deep” rule?

26. What is the purpose of a logical fiber map?

27. What are the typical maximum lengths for (a) multimode and (b) single-mode
fiber?

28. What is FDDI?

Section 3-6
29. Why is safety an important issue in optical networking?

30. A campus network is planning to install fiber-optic cables to replace outdated
coaxial cables. They have the choice of installing single-mode, multimode, or
a combination of single–multimode fibers in the ground. Which fiber type
should they select? Why?
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31. The networking cables for a new building are being installed. You are asked to
prepare a study about which cable type(s) should be used. Discuss the issues
related to the cable selection.

Certification Questions
32. Which of the following are advantages of optical communication links? (select

three) 
a. Extremely wide bandwidth 
b. Elimination of crosstalk 
c. Elimination of attenuation 
d. Security 

33. The stretching of a received pulse is due to what? (select two) 
a. Multiple paths taken by the light waves 
b. Misaligned connectors 
c. Pulse-dispersion 
d. OTDR testing 

34. The broadening of a pulse due to the different path lengths taken through the
fiber by different modes is called what? 

a. Chromatic dispersion 
b. Polarization mode dispersion 
c. Modal dispersion 
d. Diffusion 

35. The broadening of a pulse due to different propagation of the spectral compo-
nents of the light pulse is called what? 

a. Chromatic dispersion 
b. Modal dispersion 
c. Polarization mode dispersion 
d. Diffusion 

36. The broadening of a light pulse due to the different propagation velocities of
the X and Y polarization components of the light pulse is called what? 

a. Modal dispersion 
b. Chromatic dispersion 
c. Diffusion 
d. Polarization mode dispersion 

37. What is the data rate for OC-192? 
a. 1.522Mbps 
b. 155.52Mbps 
c. 9.95Gbps 
d. 2.488Gbps 
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38. What is the name of the optical-to-fiber interface used at 1 gigabit? 
a. XENPAK 
b. GBIC 
c. 10GBIC 
d. ZENPAK 

39. What is the “two deep” rule relative to optical networking? 
a. This means the horizontal distribution to the work floor can only have

two 8P8C connections. 
b. This means the horizontal distribution to the work floor can only have

two ST connections to the fiber patch panel. 
c. This is no longer an issue with high-speed, single-mode fiber and wave

division multiplexing equipment. 
d. This means that a building should have only the main distribution and the

intermediate distribution that feeds the horizontal distribution to the work
area. 

40. Which type of fiber is preferred for use in modern computer networks?
a. Multimode
b. Polarized mode
c. Single-mode
d. All of these answers are correct

41. What is the material surrounding the core of an optical waveguide called? 
a. Aperture 
b. Mode field 
c. Step-index 
d. Cladding
e. Graded-index 
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data channels, 403-404
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high-speed serial interface (HSSI), 402

home access, home networking, 33

home networking, 22-24

access points, 28

appearance, 32

broadband modem/gateway, 30

cable modems, 30

cost, 32
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DSL modems, 32

establishing wireless connections, 34

home access, 33

hubs, 24

implementation, 32

IP addressing, 36-37

network adapters, 24

public access, 33

routers, 28

securing, 34-35

switches, 24

troubleshooting, 33-34
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wireless, 34
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wireless routers, 28
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host addresses, 20
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hostname, 303

privileged Exec mode, routers, 309-310

switch configuration, 331
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IETF (Internet Engineering Task Force), 375

IGMP (Internet Group Message Protocol), 247

IGP (Interior Gateway Protocol), 375

IKE (Internet Key Exchange), 489

implementation, home networking, 32

inbound data traffic, 427

index-matching gel, 134

infrared light, 120

inquiry procedure, Bluetooth, 173

inspecting data packets with Wireshark, 442-443

installation, troubleshooting cabling systems, 94

interconnecting LANs, 198

bridges, 199-203

switches. See switches

with routers. See routers

Interior Gateway Protocol (IGP), 375

intermediate components, fiber optics, 132

intermediate cross-connect (IC), 63

Intermediate System to Intermediate System 
(IS-IS), 377

intermediate systems, 377

internal Border Gateway Protocol (iBGP), 426

International Organization for Standardization, 12

Internet Assigned Numbers Authority (IANA), 421

Internet Control Message Protocol (ICMP), 44, 247

Internet Corporation for Assigned Names and
Numbers (ICANN), 240, 421

Internet domain name, 421

Internet Engineering Task Force (IETF), 375

Internet Group Message Protocol (IGMP), 247

Internet Key Exchange (IKE), 489

Internet layer, TCP/IP, 245-247

Internet Protocol (IP), 245

internet routing, BGP, 424-426

Internet Security Association and Key Management
Protocol (ISAKMP), 489

intranets, 21

intrusion, 469

packet sniffing, 470-471

password cracking, 470

social engineering, 469

viruses, 473-474

vulnerable software attacks, 471-472

preventing, 472-473

worms, 473-474

intrusion prevention system (IPS), 485

IP (Internet Protocol), 245

IP address assignment, 258

IP addresses, 20

IP addressing

Ethernet, 19-21

home networks, 36-37

ip helper, 418

IP internetwork, 21

ip route command, 363-365

IP security (IPsec), 471

IP tunnels, 487

ipconfig, 45

ipconfig/all command, 17-18

IPng (next generation IP), 270

IPS (intrusion prevention system), 485

IPsec, 491-492

IPsec (IP security), 471

IPv4 addressing, TCP/IP, 255-257

IP address assignment, 258

IPv4 networks, classes, 20

IPv6 addressing, TCP/IP, 270-273

IPX (Internetworking Packet Exchange), 429

IS-IS (Intermediate System to Intermediate 
System), 377

ISAKMP (Internet Security Association and Key
Management Protocol), 489

ISI (intersymbol interference), 129

isolating collision domains, 213

isolators, 132

ISP (internet service provider), 21

ISP (internet service provider) 525



K-L
Keepalive packets, 451

L2F (Layer 2 Forwarding Protocol), 488

L2TP (Layer 2 Tunneling Protocol), 488

LACNIC, 258

LANs (local area networks), 5

interconnecting, 198

bridges, 199-203

switches. See switches

with routers. See routers

office LAN, assembling, 38-43

testing, 44-45

Token Ring topology, 7

troubleshooting, 44-45

last mile, WiMAX, 175

Layer 2 Forwarding Protocol (L2F), 488

layer 2 switch, 205

Layer 2 Tunneling Protocol (L2TP), 488

layer 3 networks, routers, 290-295

layers, TCP/IP, 239

application layer, 240-241

Internet layer, 245-247

network interface layer, 248

transport layer, 241-245

LCL (Longitudinal Conversion Loss), 92

lease time, 416

LED (light-emitting diode), 130

LF (low-frequency), 178

light, 119

infrared light, 120

numerical aperture, 122

optical spectrum, 120

pulse dispersion, 122

refraction, 119

refractive index, 120

light pipe, 132

light-emitting diode (LED), 130

line console passwords

privileged Exec mode, routers, 310-311

switch configuration, 332-333

line of demarcation, 404

link integrity tests, 42

link lights, 42

link pulses, 42

link state advertisements (LSAs), 375

link state protocols, 375-377

links, 86

Linux, personal firewalls, 483

load, 371

load balancing, 371

local area networks. See LAN

logical addresses, 215

logical fiber maps, 141

long-haul, single-mode fibers, 124

Longitudinal Conversion Loss (LCL), 92

loopback, static routing, 360

loss of association, wireless networking, 170

lost associations, 165

low-frequency (LF), 178

LSAs (link state advertisements), 375

M
Mac, configuring Z-Term Serial Communications 

software, 300-302

MAC address, 17-19

MAC address filtering, 35

Mac OS X

configuring computers in office LAN, 43

configuring remote client’s VPN connection, 491

establishing wireless connections, 34

personal firewalls, 482

macrobending, 126

main cross-connect (MC), 63

main distribution frame (MDF), 63

malware, 474

MAN (metropolitan area network), 5

managed switches, 209-214

management information base (MIB), 340

Mbps (megabits per second), 40

MC (main cross-connect), 63

MD5 (Message Digest 5), 487-489

MDF (main distribution frame), 63

mechanical splices, 134

media converters, 219
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MEF (Metro Ethernet Forum), 412

mesh topology, 11

messages, multicast, 206

metrics, 371

Metro Ethernet, 5, 412-413

Ethernet service types, 413-414

service attributes, 414-415

Metro Ethernet Forum (MEF), 412

metropolitan area network (MAN), 5

MIB (management information base), 340

microbending, 126

midspan PSE, 345

MIMO (Multiple Input Multiple Output), 161

MLS (multilayer switches), 214

mm (multimode), 142

modal dispersion, 128

mode field diameter, fiber optics, 125

modems, analog modem technologies, 407-408

cable modems, 408

RAS (remote access server), 410-411

xDSL modems, 408-410

MT ACK, 419

MT Discover, 418

MT Offer, 419

MT Request, 419

multicast addresses, 247, 272

multicast messages, 206

multicasting, 247

multihomed, 425

multilayered switches, 214

multilevel encoding, 93

multimode (mm), 142

multimode fibers, 121-122

Multiple Input Multiple Output (MIMO), 161

multiplexed, 404

multipoint distribution, configuring point-to-
multipoint wireless LAN case study, 185

multiport bridges, 205

multiport repeaters, 9

N
NAT (Network Address Translation), 35-36

NCP (Network Control Protocol), 238

near-end crosstalk (NEXT), 86-88, 91

NET (Network Entity Title), 294, 377

Net-Challenge software, 305

netstat-a, 472

netstat-b, 473

netsta-r, 360

network adapters, 24

network addresses, 20, 215

network command, 379

network congestion, UTP, 71

Network Control Protocol (NCP), 238

Network Discovery Recovery, EIGRP, 378

Network Entity Title (NET), 377

network interface card (NIC), 17

network interface layer, TCP/IP, 248

network interfaces, configuring auto-negotiation, 
225-226

network layer, OSI (open systems interconnect) 
model, 13

network layer host table, 430

network layer matrix, 429

network numbers, 20

network operations center (NOC), 419

network security, 468

DoS (denial-of-service), 475-476

DDoS (distributed denial-of-service), 476

intrusion, 469

packet sniffing, 470-471

password cracking, 470

social engineering, 469

viruses, 473-474

vulnerable software attacks, 471-473

worms, 473-474

security software and hardware, 477

antivirus software, 477

firewalls, 484-485

personal firewalls, 478-483

security appliances, 485-486

VPNs, 486-487

tunneling protocols, 487-489

network segments, routers, 223

network services, 416-418

DHCP

data packets, 418-419

deployment, 419

network services 527



DNS, 420-421

administering local DNS server, 422

Internet domain name, 421

reverse DNS, 423

network slowdowns, 200

network statements, 379

networking challenges

RIPv2, 387

static routes, 368-369

switch configuration, 337

networks, analyzing, 441

capturing data packets with Wireshark, 444-445

FTP data packets, 446-447

inspecting data packets with Wireshark, 442-443

NEXT (near-end crosstalk), 86-88, 91

next hop address, 294

NIC (network interface card), 17

NLOS (non-line-of-sight), 175

no ip directed-broadcast, 476

no shut command, 313, 366

no shutdown (no shut), 311

NOC (network operations center), 419

internet data traffic, 427

nominal velocity of propagation (NVP), 89

non-internet routable IP addresses, 258

non-line-of-sight (NLOS), 175

NS record, 421

number conversion

binary-to-decimal conversion, 249-251

decimal-to-binary conversion, 251-252

hexadecimal numbers, 252-255

numerical aperture, 122

numerics for Ethernet LAN cabling, 41

NVP (nominal velocity of propagation), 89

delay skew, 89

propagation delay, 89

O
OC (optical carriers), 137, 403

OFDM (orthogonal frequency division multiplexing),
158-159

office LAN, assembling, 38-43

Open Shortest Path First (OSPF), 375

Open System Interconnection (OSI), 377

optical carrier (OC), 137, 403

optical communication links, advantages of, 118

optical components

detectors, 132-134

DFB (distributed feedback) laser, 131

DL (diode laser), 130

DWDM (dense wavelength division multiplex), 131

fiber connectorization, 134-135

intermediate components, 132

LED (light-emitting diode), 130

tunable lasers, 131

VCSELs (vertical cavity surface emitting lasers), 131

optical Ethernet, 137

optical fibers, connectors, 132

optical networking, 118, 136

building distribution, 138-141

campus distribution, 141-144

defining, 136-138

safety, 145-146

optical spectrum, 120

optical time-domain reflectometer (OTDR), 457-458

optical-line amplifiers, 132

organizational unit identifier (OUI), 248

organizationally unique identifier. See OUI

orthogonal frequency division multiplexing 
(OFDM), 158

Ortronics clarity twisted-pair system, 67

OSI (open systems interconnect) model, 12-14, 377

OSPF (Open Shortest Path First), 375

OTDR (optical time-domain reflectometer), 457-458

OUI (organizational unit identifier), 17, 248

outbound data traffic, 427

overloading, 36

P-Q
packet filtering, 484

packet sniffing, intrusion, 470-471

packets, 16

paging procedure, Bluetooth, 173

pairing, Bluetooth, 173

PAP (Password Authentication Protocol), 487

passive, RFID tags, 177
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Passkey, Bluetooth, 173

Password Authentication Protocol (PAP), 487

password cracking, intrusion, 470

passwords, line consoles (switch configuration), 
332-333

PAT (Port Address Translation), 36

patch cables, 67

path determination, 371

PC Card adapters, home networking, 26

PD (Powered Device), 345

peering, 426

personal firewalls, 478

Linux, 483

Mac OS X, 482

Windows 7, 478-481

physical address, 17

physical fiber map, 141

physical layer, 13, 61

IEEE 802.11, 156

OSI (open systems interconnect) model, 13

physical layer cabling, 61

piconet, 173

Ping, 44, 443

ping command, 207

PoE (Power over Ethernet), 328, 344-346

switches, 345

PoE Plus, 346

point of presence (POP), 404-406

Point-to-Point Protocol (PPP), 405, 487

Point-to-Point Tunneling Protocol (PPTP), 487

polarization mode dispersion, 128

POP (point of presence), 404-406

Port Address Translation (PAT), 36

port-based VLANs, 329

ports, 10, 41

uplink ports, 41

well-known ports, 240

Power over Ethernet. See PoE (Power over Ethernet)

Power Sourcing Equipment (PSE), 345

Power Sum NEXT (PSNEXT), 89

Power-Sum Alien Attenuation Cross-Talk Ration 
Far-End (PSAACRF), 92

Power-Sum Alien Near-End Cross-Talk 
(PSSANEXT), 92

Powered Device (PD), 345

PPP (Point-to-Point Protocol), 405, 487

PPTP (Point-to-Point Tunneling Protocol), 487

prefix length notation, 267

presentation layer, OSI (open systems interconnect)
model, 13

preventing vulnerable software attacks, 472-473

private addresses, 21

privileged exec mode

router configuration challenge, 314-316

routers, 308-309

enable secret, 310

Fast Ethernet Interface configuration, 311-312

hostname, 309-310

line console passwords, 310-311

serial interface configuration, 312-313

privileged mode, 308

propagation delay, 89

Protocol Dependent Modules, EIGRP, 379

protocol-based VLANs, 329

protocols, 7

routing protocols. See routing protocols

VPN tunneling protocols, 487-489

proxy servers, 484

PSAACRF (Power-Sum Alien Attenuation Cross-Talk
Ratio Far-End), 91-92

PSACR, 89

PSANEXT, 91

PSE (Power Sourcing Equipment), 345

PSELFEXT, 89

pseudorandom, 159

PSSANEXT (Power-Sum Alien Near-End 
Cross-Talk), 92

public access, home networking, 33

pulse dispersion, 122

PuTTY, 298

R
RADIUS (Remote Authentication Dial-In User

Service), 181, 487

range extenders, 34

ranging, 408

RAS (remote access server), 410-411

RAS (remote access server) 529



Rayleigh scattering, 126

receive (RX), 75

received signal level (RSL), 132

refraction of light, 119

refractive index, 120

regional Internet registries (RIRs), 258

reliability, 371

Reliable Transport Protocol, EIGRP, 379

remote access, 407

analog modem technologies, 407-408

cable modems, 408

RAS (remote access server), 410-411

xDSL modems, 408-410

remote access server (RAS), 410-411

remote access VPN, 487

remote access VPN server, configuring, 489

Remote Authentication Dial-In User Service), 181

remote client’s VPN connection, configuring, 489-495

remote installations, configuring point-to-multipoint
wireless LAN case study, 187

Resistive Power Discovery, 346

response speed, 132

responsivity, 132

Return Loss, 91

propagation delay, 89

PSACR, 89

reverse DNS, 423

reverse domain name service, 420

RF site surveys, configuring point-to-multipoint 
wireless LAN case study, 185

RFID (radio frequency identification), 175-178

RIP (Routing Information Protocol), 373

configuring, 379-381

configuring routes, 381-385

RIPE NCC, 258

RIPv2

configuring, 379-381

configuring routes, 385-386

networking challenges, 387

RIPv2 routing protocols, 358

RIRs (regional Internet registries), 258

RJ-45, 40-41, 73

roaming, 157

rollover cables, 298

root servers, 421

route flapping, 376

route print, 360

routed networks, 291

router configuration challenge, privileged Exec mode,
314-316

router configuration challenges, User Exec mode, 
305-307

router interfaces, 216

Cisco 2500 series, 218-219

Cisco 2600 series, 217-218

Cisco 2800 series, 216-217

troubleshooting, 451-453

router rip, 379, 382

router uptime, 305

Router#, 308

Router(config)#, 310

Router(config-line)#, 311

routers, 215-216

fundamentals of, 289-290

layer 3 networks, 290-295

home networking, 28

interconnecting LANs, 221-223

gateway addresses, 223

network segments, 223

privileged exec mode, 308-309

enable secret, 310

Fast Ethernet Interface configuration, 311-312

hostname, 309-310

line console passwords, 310-311

serial interface configuration, 312-313

router interface

Cisco 2500 series, 218-219

Cisco 2600 series, 217-218

Cisco 2800 series, 216-217

User Exec mode, 303-305

router configuration challenge, 305-307

wireless routers, home networking, 28

routes, configuring

with RIP, 381-385

with RIPv2, 385-386

Routing Information Protocol. See RIP

routing loops, 373

routing protocols, 358

distance vector protocols, 372-374

dynamic routing protocols, 370-371
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hybrid protocols, 378-379

link state protocols, 375-377

static routing, 359

static routing protocols, 358

routing table code C, 365

routing table code S, 365

routing tables, 223

RS-232, 296

RSL (received signal level), 132

RX (receive), 75

S
safety, optical networking, 145-146

scattering attenuation, 126

SDH, 136

secure address, 210

Secure File Transfer Protocol (SFTP), 447

Secure Hash Algorithm 1 (SHA-1), 489

securing home networks, 34-35

security, WLAN, 179, 181-182. See also network 
security

beacons, 180

WPA (Wi-Fi Protected Access), 181

security appliances, 485-486

semi-active, RFID tags, 177

serial interface, 216

serial interface configuration, privileged Exec mode
(routers), 312-313

serial ports (S0/0, S0/1, S0/2), 222

service attributes, Metro Ethernet/Carrier Ethernet,
414-415

Service Set Identifier (SSID), 35, 164

session layer, OSI (open systems interconnect) model,
13

SFP (Small Form factor Pluggable), 140

SFP+, 140

SFTP (Secure File Transfer Protocol), 447

sh ip int brief, 451

sh ip int brief command, 314, 451

sh ip protocol, 386

sh ip route, 364, 385

sh run command, 383-384

SHA-1 (Secure Hash Algorithm 1), 489

shielded twisted-pair. See STP

show controllers command, 313

show controllers serial, 313

show flash command, 305

show interface status, 440, 454

show ip interface brief, 440

show ip interface brief (s hip int brief), 312, 367

show ip protocol (show ip protocol), 382

show ip route (sh ip route), 364

show ip route static (s hip route static), 367

show mac address-table, 440

show power inline, 345

show running-config, 333, 336

show running-config (sh rum), 367

show startup-config, 333

show startup-config (sh start), 367

show version command, 305

show vlan, 334-335

signal transmission, 10 gigabit Ethernet over 
copper, 93

signatures, 477

Simple Network Management Protocol. See SNMP

single-mode (sm), 142

single-mode fibers, 121, 124

long-haul, 124

mode field diameter, 125

site survey, wireless networking, 166-171

site-to-site VPN, 487

Slotted Aloha, 178

sm (single-mode), 142

small office/home office (SOHO), 419

Smurf attack, 475

SNMP (Simple Network Management Protocol), 328,
340-341

configuring, 341-343

snmp community, 341

snmp community public ro, 341

SNMPv2, 343

SNMPv3, 343

social engineering, intrusion, 469

software

antivirus software, 477

personal firewalls, 478

Linux, 483

software 531



Mac OS X, 482

Windows 7, 478-481

SOHO (small office/home office), 419

SONET (synchronous optical network), 136

SONET?SDH, 136

Spanning-Tree Protocol. See STP (Spanning-Tree
Protocol)

spectral response, 132

SPI (stateful packet inspections), 35

splitters, 132

spoof, 476

SSID (Service Set Identifier), 35, 164

star topology, 9

stateful firewalls, 484

stateful packet inspections (SPI), 35

static addressing, 210

static routes, 424

configuring, 366-368

networking challenges, 368-369

static routing, 359-365

gateway of last resort, 366

loopback, 360

static routing protocols, 358

static VLAN configuration, switch configuration, 
333-337

static VLANs, 330

store-and-forward, 213

STP (Spanning-Tree Protocol), 61, 72, 328, 338-339

straight-through cables, 76-77

straight-through CAT5e/5 patch cables, assembling,
82-85

straight-through input, 41

structured cabling, 62-65

backbone cabling, 63

equipment room (ER), 63

horizontal cabling, 63, 65-67

structured entrance, 63

work areas, 63

STS (synchronous transport signals), 137

stubby areas, 424

subchannels, OFDM (orthogonal frequency division),
159

subnet, 294

subnet masks, TCP/IP, 259-266

supernetting, 267

switch configuration, 330-331

enable secret, 332

hostname, 331

networking challenges, 337

setting line console passwords, 332-333

static VLAN configuration, 333-337

switch interfaces, troubleshooting, 454-457

switch latency, 213

Switch(config)#, 332

Switch(config-line)#, 332

switches, 10, 24

broadcast domain, 213

hub-switch comparison, 206-209

interconnecting LANs, 204-206

layer 2 switches, 205

managed switches, 209-214

multilayer switches, 214

PoE, 345

SYN (synchronizing packet), 242

SYN ACK (Synchronizing Acknowledgement), 242

SYN attack, 475

synchronous optical network (SONET), 136

synchronous transport signals (STS), 137

T
T1, 402-403

T3, 403

T568A, 73

T568B, 73

tag-based VLANs, 329

TCA (Topology Change Notification
Acknowledgement), 338

TCL (Transverse Conversion Loss), 92

TCN (Topology Change Notification), 338

TCO (telecommunications outlet), 63

TCP (Transport Control Protocol), 241

TCP/IP (Transmission Control Protocol/Internet
Protocol), 21, 238

CIDR blocks, 267-269

IPv4 addressing, 255-257

IP address assignment, 258

IPv6 addressing, 270-273

layers, 239

application layer, 240-241
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Internet layer, 245-247

network interface layer, 248

transport layer, 241-245

subnet masks, 259-266

TCTL (Transverse Conversion Transfer Loss), 92

TDM (time division multiplexing), WiMAX, 175

TDMA (time-division multiple access), WiMAX, 175

TE (telecommunications enclosure), 63

telco, 403

telco cloud, 403

telecommunications enclosure (TE), 63

Telecommunications Industry Association (TIA), 62

telecommunications outlet (TCO), 63

telecommunications room (TR), 63

terminating

CAT6 horizontal link cables, 77-82

CAT6/5E/5 UTP cables, 73-74

computer communication, 74-76

testing

cabling, 86-89

LANs, 44-45

ThinNet, 8

TIA (Telecommunications Industry Association), 62

ticks, 371

TLD (top-level domains), 420-421

token passing, 7

Token Ring hub, 8

Token Ring system, disadvantages of, 8

Token Ring topology, 7

top-level domains (TLD), 420-421

topologies, 7

bust topology, 8

mesh topology, 11

star topology, 9

token ring topology, 7

Topology Change Notification (TCN), 338

Topology Change Notification Acknowledgement
(TCA), 338

totally stubby areas, 424

TR (telecommunications room), 63

traffic, analyzing internet data traffic, 427-430

transceivers, 156

translation bridges, 202

Transmission Control Protocol/Internet Protocol. 
See TCP/IP

transmit (TX), 75

transparent bridges, 202

Transport Control Protocol (TCP), 241

transport layer, 13

OSI (open systems interconnect) model, 13

TCP/IP, 241-245

transport layer protocols, 241

Transverse Conversion Loss (TCL), 92

Transverse Conversion Transfer Loss (TCTL), 92

Triple Data Encryption Standard (3DES), 489

troubleshooting

cabling, 94

cable stretching, 95

cabling failing to meet manufacturer 
specifications, 95

CAT5e cable test examples, 96-100, 103

installation, 94

fiber optics, OTDR, 457-458

home networks, 33-34

LANs, 44-45

router interfaces, 451-453

switch interfaces, 454-457

tunable lasers, 131

tunneling protocols, VPNs, 487-489

tunnels, 487

twisted-pair cable, categories for, 70

TX (transmit), 75

U
U-NII (unlicensed national information infrastruc-

ture), 159

UDP (User Datagram Protocol), 244

UHF (ultra-high frequency), 178

ultra-high frequency (UHF), 178

UNI (user-network interface), 412

unicast, 417

unicast addresses, 272

unshielded twisted pair. See UTP

uplink port, 41

USB interface, 216

User Datagram Protocol (UDP), 244

User Exec mode, routers, 303-305

router configuration challenges, 305-307

User Exec mode, routers 533



user mode, 303

user-network interface (UNI), 412

Utilization/Errors Strip Chart, 428

UTP (unshielded twisted-pair), 69-70

balanced mode, 70

bottlenecking, 71

crossover patch cables, 76-77

FastEthernet, 71

full duplex gigabit Ethernet, 71

network congestion, 71

straight-through cables, 76-77

UTP cabling, 61

V
V.44/V.34, 407

V.92/V.90, 407

variable length subnet masking, 363

variable length subnet masks (VLSMs), 376

VCSELs (vertical cavity surface emitting lasers), 131

VFL (visual fault locator), 457

VIC-4FXS/DID, 217

virtual local area networks. See VLANs

viruses, 473-474

visual fault locator (VFL), 457

VLAN Tag Preservations, 415

VLANs (virtual local area networks), 328-329

dynamic VLANs, 330

port-based, 329

protocol-based, 329

static, 330

configuring, 333-337

tag-based, 329

VLSMs (variable length subnet masks), 376

voice interface card, 217

VPNs (virtual private networks), 35

remote access VPNs, 487-489

remote client’s VPN connection, configuring, 489-495

security, 486-487

tunneling protocols, 487-489

site-to-site VPNs, 487

vulnerable software attacks, intrusion, 471-472

preventing, 472-473

W
WAN interface card, 217

WANs (wide area networks), 5, 401

wavelength division multipliers, 132

web filter appliance, 485

well-known ports, 240

WEP (wired equivalent privacy), 180

Wi-Fi, 161

Wi-Fi Alliance, 23

Wi-Fi Protected Access (WPA), 181

wide area network. See WAN

WiMAX (Worldwide Interoperability for Microwave
Access), 174-175

last mile, 175

Windows, configuring HyperTerminal software, 
298-300

Windows 7

configuring computers in office LAN, 42

configuring remote client’s VPN connection, 489

establishing wireless connections, 34

personal firewalls, 478-481

Windows Vista

configuring computers in office LAN, 42

configuring remote client’s VPN connection, 489

establishing wireless connections, 34

Windows XP

configuring computers in office LAN, 43

configuring remote client’s VPN connection, 490

establishing wireless connections, 34

wire speed routing, 214

wire-maps, 77

wired networks, 22-23, 27

wireless connections, establishing home 
networking, 34

wireless local area network. See WLAN

wireless networking, 802.11, 155-166

site survey, 166-171

SSID (service set identifier), 164

wireless networks, 22-23, 27

home networking, 34

wireless routers, 24

home networking, 28
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wireless technologies

Bluetooth, 172-174

inquiry procedure, 173

RFID (radio frequency identification), 175-178

WiMAX (Worldwide Interoperability for Microwave
Access), 174-175

Wireless-N adapter, 27

Wireshark, 441-442

capturing data packets, 444-445

inspecting data packets, 442-443

wiring color schemes for T568A and T568B, 73

WLAN (wireless local area network), 154

configuring point-to-multipoint wireless LAN, case
study, 183-187

ESS (Extended Service Set), 157

IEEE 802.11, 155-162

security, 179-182

beacons, 180

WPA (Wi-Fi Protected Access), 181

WO (work area outlet), 64

work areas, structured cabling, 63

workstations, 64

worms, 473-474

WPA (Wi-Fi Protected Access), 181

write memory (wr m), 368

X-Z
xDSL modems, 408-410

XENPAK, 140

XFP, 140

XPAK, 140

Z-Term Serial Communications software, configuring,
300, 302

zero dispersion wavelength, 129

zero dispersion wavelength 535
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