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Foreword

About 10 years ago, I started a new job. The company I started working for had a couple hundred physical servers at the time. When several new internal software development projects started, we needed to expand quickly and added dozens of new physical servers. Pretty soon we started hitting all the traditional datacenter problems, such as lack of floor space, high power consumption, and cooling constraints. We had to solve our problems, and during our search for a solution we were introduced to a new product called VMware ESX and Virtual Center. It didn’t take long for us to see the potential and to start virtualizing a large portion of our estate.

During this exercise, we started receiving a lot of positive feedback on the performance of the virtualized servers. On top of that, our application owners loved the fact that we could deploy a new virtual machine in hours instead of waiting weeks for new hardware to arrive. I am not even talking about all the side benefits, such as VMotion (or vMotion, as we call it today) and VMware High Availability, which provided a whole new level of availability and enabled us to do maintenance without any downtime for our users.

After the typical honeymoon period, the question arose: What about our database servers? Could this provide the same benefits in terms of agility and availability while maintaining the same performance? After we virtualized the first database server, we quickly realized that just using VMware Converter and moving from physical to virtual was not sufficient, at least not for the databases we planned to virtualize.

To be honest, we did not know much about the database we were virtualizing. We didn’t fully understand the CPU and memory requirements, nor did we understand the storage requirements. We knew something about the resource consumption, but how do you make a design that caters to those requirements? Perhaps even more importantly, where do you get the rest of the information needed to ensure success?

Looking back, I wish we’d had guidance in any shape or form that could have helped along our journey—guidance that would provide tips about how to gather requirements, how to design an environment based on these requirements, how to create a performance baseline, and what to look for when hitting performance bottlenecks.

That is why I am pleased Jeff Szastak, Michael Corey, and Michael Webster took the time to document the valuable lessons they have learned in the past few years about virtualizing tier 1 databases and released it through VMware Press in the form of this book you are about to read. Having gone through the exercise myself, and having made all the mistakes mentioned in the book, I think I am well qualified to urge you to soak in all this valuable knowledge to ensure success!

Duncan Epping
Principal Architect, VMware
Yellow-Bricks.com
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Preface

As we traveled the globe presenting on how to virtualize the most demanding business-critical applications, such as SQL Server, Oracle, Microsoft Exchange, and SAP, it became very clear that there was a very real and unmet need from the attendees to learn how to virtualize these most demanding applications correctly.

This further hit home when we presented at the VMworld conferences in San Francisco and Barcelona. At each event, we were assigned a very large room that held over 1,800 people; within 48 hours of attendees being able to reserve a seat in the room, it was filled to capacity. We were then assigned a second large room that again filled up within 24 hours.

Recognizing that the information we had among the three of us could help save countless others grief, we decided to collaborate on this very practical book.

Target Audience

Our goal was to create in one book—a comprehensive resource that a solution architect, system administrator, storage administrator, or database administrator could use to guide them through the necessary steps to successfully virtualize a database. Many of the lessons learned in this book apply to any business-critical application being virtualized from SAP, E-Business Suite, Microsoft Exchange, or Oracle, with the specific focus of this book on Microsoft SQL Server. Although you don’t have to be a database administrator to understand the contents of this book, it does help if you are technical and have a basic understanding of vSphere.

Approach Taken

Everything you need to succeed in virtualizing SQL Server can be found within the pages of this book. By design, we created the book to be used in one of two ways. If you are looking for a comprehensive roadmap to virtualize your mission-critical databases, then follow along in the book, chapter by chapter. If you are trying to deal with a particular resource that is constraining the performance of your database, then jump to Chapters 5 through 8.

At a high level, the book is organized as follows:

■ Chapters 1 and 2 explain what virtualization is and the business case for it. If you are a database administrator or new to virtualization, you will find these chapters very helpful; they set the stage for why virtualizing your databases is “doing IT right.”
Chapters 3 through 9 are the roadmap you can follow to successfully virtualize the most demanding of mission-critical databases. Each chapter focuses on a particular resource the database utilizes and how to optimize that resource to get the best possible performance for your database when it is virtualized. We purposely organized this section into distinct subject areas so that you can jump directly to a particular chapter of interest when you need to brush up. We expect that you will periodically return to Chapters 5 through 8 as you are fine-tuning the virtualized infrastructure for your mission-critical databases.

The last two chapters walk you through how to baseline the existing SQL Server database so that you adequately determine the resource load it will put onto the virtualized infrastructure. In these chapters, we also provide detailed instructions on how to configure a stress test.

Here are the three major sections of the book with the associated chapters:

**What Virtualization Is and Why You Should Do It**
In this section, the reader will learn about the benefits of virtualization and why the world is moving towards 100% virtualization. The reader will learn the benefits of breaking the bond between hardware and software, and the benefits this brings to the datacenter and why virtualization is a better way to do IT.

Chapter 1: Virtualization: The New World Order?
Chapter 2: The Business Case for Virtualizing a Database

**Optimizing Resources in a Virtualized Infrastructure**
In Chapters 3-9, the reader will gain knowledge on how to properly architect and implement virtualized SQL Server. The reader will start off learning how to put together a SQL Server virtualization initiative, and then dive into an in-depth discussion on how to architect SQL Server on a vSphere platform. This section includes deep dives on storage, memory, networking, and high availability.

Chapter 3: Architecting for Performance: The Right Hypervisor
Chapter 4: Virtualizing SQL Server: Doing IT Right
Chapter 5: Architecting for Performance: Design
Chapter 6: Architecting for Performance: Storage
Chapter 7: Architecting for Performance: Memory
Chapter 8: Architecting for Performance: Network
Chapter 9: Architecting for Availability: Choosing the Right Solution
How to Baseline and Stress Test

The final two chapters walk the reader through the importance of setting up a baseline for their virtualized SQL Server implementation. Chapter 10 speaks to the why and the how of baselining, which is critical to successfully virtualizing SQL Server. In the final chapter, the reader will put all the knowledge presented in the previous chapters together and will be walked through a beginning-to-end configuration of SQL Server 2012 with AlwaysOn Availability Groups running on Windows Server 2012 on a vSphere 5.5 infrastructure.

Chapter 10: How to Baseline Your Physical SQL Server System

Chapter 11: Configuring a Performance Test—From Beginning to End

A database is one of the most resource-intensive applications you will ever virtualize, and it is our sincere intention that with this book as your guide, you now have a roadmap that will help you avoid the common mistakes people make—and more importantly, you will learn how to get optimal performance from your virtualized database.

We want to thank you for buying our book, and we hope after you read it that you feel we have achieved our goal of providing you with a comprehensive resource on how to do IT right. Feel free to reach out to us with any questions, suggestions, or feedback you have.

Michael Corey (@Michael_Corey) Michael.corey@ntirety.com

Jeff Szastak (@Szastak)

Michael Webster (@vcdxnz001)
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All aspects of architecting your SQL Server Database for performance are important. Storage is more important than most when compared to the other members of the IT Food Group family we introduced in Chapter 5, “Architecting for Performance: Design,” which consists of Disk, CPU, Memory, and Network. Our experience has shown us, and data from VMware Support validates this belief, that more than 80% of performance problems in database environments, and especially virtualized environments, are directly related to storage. Understanding the storage architecture in a virtualized environment and getting your storage architecture right will have a major impact on your database performance and the success of your SQL Server virtualization project. Bear in mind as you work through your storage architecture and this chapter that virtualization is bound by the laws of physics—it won’t fix bad code or bad database queries. However, if you have bad code and bad queries, we will make them run as fast as possible.

**TIP**
Greater than 80% of all problems in a virtualized environment are caused by the storage in some way, shape, or form.

This chapter first covers the key aspects of storage architecture relevant to both physical and virtual environments as well as the differences you need to understand when architecting storage, specifically for virtualized SQL Server Databases. Many of the concepts we discuss will be valid for past versions of SQL Server and even the newest release, SQL Server 2014.
We provide guidance on what our experience has taught us are important database storage design principles. We present a top-down approach covering SQL Server Database and Guest OS Design, Virtual Machine Template Design, followed by VMware vSphere Hypervisor Storage Design and then down to the physical storage layers, including using server-side flash acceleration technology to increase performance and provide greater return on investment. We conclude the chapter by covering one of the biggest IT trends and its impact on SQL Server. Throughout this chapter, we give you architecture examples based on real-world projects that you can adapt for your purposes.

When designing your storage architecture for SQL Server, you need to clearly understand the requirements and have quantitative rather than subjective metrics. Our experience has taught us to make decisions based on fact and not gut feeling. You will need to benchmark and baseline your storage performance to clearly understand what is achievable from your design. Benchmarking and baselining performance are critical to your success, so we’ve dedicated an entire chapter (Chapter 10, “How to Baseline Your Physical SQL Server System”) to those topics. In this chapter, we discuss some of the important storage system component performance aspects that will feed into your benchmarking and baselining activities.

### The Five Key Principles of Database Storage Design

When architecting storage for SQL Server, it’s important to understand a few important principles. These will help guide your design decisions and help you achieve acceptable performance both now and in the future. These principles are important because over the past decade, CPU performance has increased at a much faster pace than storage performance, even while capacity has exploded.

#### Principle 1: Your database is just an extension of your storage

"Your database is just an extension of your storage"

**Figure 6.1** Quote from Michael Webster, VMworld 2012

The first principle is highlighted in Figure 6.1: that your database is just an extension of your storage. A database is designed to efficiently and quickly organize, retrieve, and process large quantities of data to and from storage. So increasing the parallelism of access
to storage resources at low latency will be an important goal. Later in this chapter, we cover how to optimize the architecture of your database to maximize its storage performance and parallelism. When you understand this principle, it’s easy to understand why getting your storage design and performance is so critical to the success of your SQL Server Database virtualization project.

**Principle 2: Performance is more than underlying storage devices**

The next key principle is that storage performance is more than just about underlying storage devices and spindles, although they are very important too. SQL Server storage performance is multidimensional and is tightly coupled with a number of different system components, such as the number of data files allocated to the database, the number of allocated vCPUs, and the amount of memory allocated to the database. This is why we like to use the term “IT Food Groups,” because it is so important to feed your database the right balance of these critical resources. This interplay between resources such as CPU, Memory, and Network and their impact on storage architecture and performance will be covered in subsequent sections of this chapter.

**Principle 3: Size for performance before capacity**

“The bitterness of poor performance lasts long after the sweetness of a cheap price is forgotten”

*Figure 6.2* Quote from Michael Webster, VMworld 2013

Figure 6.2 is loosely based on the eighteenth-century quote “The bitterness of poor quality remains long after the sweetness of low price is forgotten,” by Benjamin Franklin. Both quotes are extremely relevant to SQL Server database and storage performance.

This brings us to the next key principle. In order to prevent poor performance from being a factor in your SQL Server virtualization project (refer to Figure 6.2), you should design storage for performance first (IOPS and latency), then capacity will take care of itself. Capacity is the easy part. We will show you later in this chapter how compromising on certain storage configurations on the surface can actually cost you a lot more by causing unusable capacity due to poor performance.
CAUTION
A lesson from the field: We were working with a customer, and they wanted to design and run a database on vSphere that could support sustained 20,000 IOPS. After we worked with the customer’s vSphere, SAN, Network, and DBA teams, the customer decided to move forward with the project. The customer then called in a panic saying, “In our load test, we achieved 1,000 IOPS. We are 19,000 short of where we need to be.” Trust me, this is a phone call you don’t want to get. Playing the odds, we started with the disk subsystem. We quickly identified some issues. The main issue was the customer purchased for capacity, not performance. They had to reorder the right disk. Once the new (right) disk arrived and was configured, the customer exceeded the 20,000 IOPS requirement.

TIP
When it comes to storage devices, HDDs are cents per GB but dollars per IOP, whereas SSDs are cents per IOP and dollars per GB. SSDs should be considered cheap memory, rather than expensive disks, especially when it comes to enterprise SSDs and PCIe flash devices.

Principle 4: Virtualize, but without compromise
The next principle is that virtualizing business-critical SQL Server databases is all about reducing risk and not compromising on SLAs. Virtualize, but without compromise. There is no need to compromise on predictability of performance, quality of service, availability, manageability, or response times. Your storage architecture plays a big part in ensuring your SQL databases will perform as expected. As we said earlier, your database is just an extension of your storage. We will show you how to optimize your storage design for manageability without compromising its performance.

Believe it or not, as big of advocates as we are about virtualizing SQL Server, we have told customers in meetings that now is not the right time for this database to be virtualized. This has nothing to do with the capability of vSphere or virtualization, but more to do with the ability of the organization to properly operate critical SQL systems and virtualize them successfully, or because they are not able or willing to invest appropriately to make the project a success. If you aren’t willing to take a methodical and careful approach to virtualization projects for business-critical applications, in a way that increases the chances of success, then it’s not worth doing. Understand, document, and ensure requirements can
be met through good design and followed by testing and validation. It is worth doing, and it is worth “Doing It Right!”

**Principle 5: Keep it standardized and simple (KISS)**

This brings us to the final principle. Having a standardized and simplified design will allow your environment and databases to be more manageable as the numbers scale while maintaining acceptable performance (see Principle 4). If you have a small number of standardized templates that fit the majority of your database requirements and follow a building-block approach, this is very easy to scale and easy for your database administrators to manage. We’ll use the KISS principle (Keep It Standardized and Simple) throughout this chapter, even as we dive into the details. Once you’ve made a design decision, you should standardize on that decision across all your VM templates. Then when you build from those templates, you’ll know that the settings will always be applied.

**SQL Server Database and Guest OS Storage Design**

The starting point for any storage architecture for SQL Server Databases is actually with our last design principle: KISS (Keep It Standardized and Simple). But all of the principles apply. We will determine the smallest number of templates that are required to virtualize the majority (95%) of database systems, and anything that falls outside this will be handled as an exception.

Your first step is to analyze the inventory of the SQL Server Databases that will be virtualized as part of your project (refer to Chapter 4, “Virtualizing SQL Server 2012: Doing It Right”). From this inventory, you will now put each database and server into a group with similar-sized databases that have similar requirements. The storage requirements for all of these existing and new databases, based on their grouping, will be used to define the storage layouts and architecture for each of the SQL Server Databases, Guest OS, and VM template.
TIP
If you are virtualizing existing databases, you might consider using a tool such as VMware Capacity Planner, VMware Application Dependency Planner, Microsoft System Center, or Microsoft Assessment and Planning Toolkit to produce the inventory. VMware Capacity Planner and Application Dependency Planner are available from VMware Professional Services or your preferred VMware partner. When you’re baselining a SQL Server database, a lot can happen in a minute. We recommend your sample period for CPU, Memory, and Disk be 15 seconds or less. We recommend you sample T-SQL every minute.

SQL Server Database File Layout
Database file layout provides an important component of database storage performance. If you have existing databases that will be virtualized, you or your DBAs will likely have already developed some practices around the number of database files, the size of database files, and the database file layout on the file system. If you don’t have these practices already in place, here we provide you with some guidelines to start with that have proven successful.

Your SQL Server database has three primary types of files you need to consider when architecting your storage to ensure optimal performance: data files, transaction log files, and Temp DB files. Temp DB is a special system database used in certain key operations, and has a big performance impact on your overall system. The file extensions you’ll see are .mdf (master data file), .ndf (for secondary data files), and .ldf for transaction log files. We will go over all of these different file types later in this chapter.

Number of Database Files
First, we need to determine the number of database files. There are two main drivers for the number of files you will specify. The first driver is the number of vCPUs allocated to the database, and the second is the total capacity required for the database now and in the future.

Two design principles come into play here: The parallelism of access to storage should be maximized by having multiple database files, and storage performance is more than just the underlying devices. In the case of data files and Temp DB files, they are related to the number of CPU cores allocated to your database. Table 6.1 provides recommendations from Microsoft and the authors in relation to file type.
NOTE

It is extremely unlikely you will ever reach the maximum storage capacity limits of a SQL Server 2012 database system. We will not be covering the maximums here. We recommend you refer to Microsoft (http://technet.microsoft.com/en-us/library/ms143432.aspx).

Table 6.1 Number of Data Files and Temp DB Files Per CPU

<table>
<thead>
<tr>
<th>File Type</th>
<th>Microsoft Recommended Setting</th>
<th>Author Recommended Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temp DB Data File</td>
<td>1 per CPU core</td>
<td>&lt; 8 vCPU, 1 per vCPU&lt;br&gt;&gt; 8 vCPU, 8 total (increase number of files in increments of four at a time if required)  Max 32</td>
</tr>
<tr>
<td>Database Data File</td>
<td>0.25 to 1.0 per file group, per CPU core</td>
<td>Min 1 per vCPU, max 32&lt;br&gt;1**</td>
</tr>
<tr>
<td>Database Transaction Log File</td>
<td>1</td>
<td>1**</td>
</tr>
<tr>
<td>Temp DB Transaction Log File</td>
<td>1</td>
<td>1**</td>
</tr>
</tbody>
</table>

*If Temp DB and Transaction Log are deployed on local SSD or flash storage, especially when using AlwaysOn Availability Groups, then it is recommended to have an additional copy on SAN.

Microsoft recommends as a best practice that you should configure one Temp DB data file per CPU core and 0.25 to 1 data file (per file group) per CPU core. Based on our experience, our recommendation is slightly different.

If your database is allocated eight or fewer vCPUs as a starting point, we recommend you should configure at least one Temp DB file per vCPU. If your database is allocated more than eight vCPUs, we recommend you start with eight Temp DB files and increase by lots of four in the case of performance bottlenecks or capacity dictates.

TIP

Temp DB is very important because it’s extensively utilized by OLTP databases during index reorg operations, sorts, and joins, as well as for OLAP, DSS, and batch operations, which often include large sorts and join activity.
We recommend in all cases you configure at least one data file (per file group) per vCPU. We recommend a maximum of 32 files for Temp DB or per file group for database files because you’ll start to see diminishing performance returns with large numbers of database files over and above 16 files. Insufficient number of data files can lead to many writer processes queuing to update GAM pages. This is known as GAM page contention. The Global Allocation Map (GAM) tracks which extents have been allocated in each file. GAM contention would manifest in high PageLatch wait times. For extremely large databases into the many tens of TB, 32 files of each type should be sufficient.

Updates to GAM pages must be serialized to preserve consistency; therefore, the optimal way to scale and avoid GAM page contention is to design sufficient data files and ensure all data files are the same size and have the same amount of data. This ensures that GAM page updates are equally balanced across data files. Generally, 16 data files for tempdb and user databases is sufficient. For Very Large Database (VLDB) scenarios, up to 32 can be considered. See http://blogs.msdn.com/b/sqlserverstorageengine/archive/2009/01/04/what-is-allocation-bottleneck.aspx.

If you expect your database to grow significantly long term, we would recommend that you consider configuring more data files up front. The reason we specify at least one file per CPU is to increase the parallelism of access from CPU to data files, which will reduce any unnecessary data access bottlenecks and lower latency. This also allows for even data growth, which will reduce IO hotspots.

**CAUTION**

Having too few or too many Temp DB files can impact the overall performance of your database. Our guidance is conservative and aimed to meet the requirements for the majority of SQL systems. If you start to see performance problems such as higher than normal query response times or excessive database waits in `PAGELATCH_XX`, then you have contention in memory and may need to increase the number of Temp DB files further and/or implement trace flag 1118 (which we recommend), which prevents single page allocations. If you see waits in `PAGEIOLATCH_XX`, then the contention is at the IO subsystem level. Refer to http://www.sqlskills.com/blogs/paul/a-sql-server-dba-myth-a-day-1230-Temp DB-should-always-have-one-data-file-per-processor-core/ and Microsoft KB 328551 (http://support.microsoft.com/kb/328551).
TIP
The number of data files and Temp DB files is important enough that Microsoft has two spots in the Top 10 SQL Server Storage best practices highlighting the number of data files per CPU. Refer to http://technet.microsoft.com/en-us/library/cc966534.aspx.

NOTE
When you’re determining the number of database files, a vCPU is logically analogous to a CPU core in a native physical deployment. However, in a native physical environment without virtualization, each CPU core may also have a hyper-thread. In a virtual environment, each vCPU is a single thread. There is no virtual equivalent of a hyper-thread.

Figure 6.3 shows an example of data files, Temp DB files, and transaction log files allocated to a SQL Server 2012 Database on a sample system with four vCPU and 32GB RAM.

NOTE
As Figure 6.3 illustrates, there is only one transaction log file per database and per Temp DB. Log files are written to sequentially, so there is no benefit in having multiples of them, unless you exceed the maximum log file size (2TB) between backups. There is a benefit of having them on very fast and reliable storage, which will be covered later.
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