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1 Introduction ........................................................................................................................ 1

Graphics is a broad field; to understand it, you need information from perception, physics, mathematics, and engineering. Building a graphics application entails user-interface work, some amount of modeling (i.e., making a representation of a shape), and rendering (the making of pictures of shapes). Rendering is often done via a “pipeline” of operations; one can use this pipeline without understanding every detail to make many useful programs. But if we want to render things accurately, we need to start from a physical understanding of light. Knowing just a few properties of light prepares us to make a first approximate renderer.
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1.3 An Illuminating Example ............................................................................................... 9

1.4 Goals, Resources, and Appropriate Abstractions ......................................................... 10
1.4.1 Deep Understanding versus Common Practice ......................................................... 12

1.5 Some Numbers and Orders of Magnitude in Graphics .................................................. 12
1.5.1 Light Energy and Photon Arrival Rates .................................................................... 12
1.5.2 Display Characteristics and Resolution of the Eye .................................................. 13
1.5.3 Digital Camera Characteristics .................................................................................. 13
1.5.4 Processing Demands of Complex Applications ....................................................... 14

1.6 The Graphics Pipeline ................................................................................................. 14
1.6.1 Texture Mapping and Approximation ....................................................................... 15
1.6.2 The More Detailed Graphics Pipeline ..................................................................... 16

1.7 Relationship of Graphics to Art, Design, and Perception .............................................. 19

1.8 Basic Graphics Systems ............................................................................................... 20
1.8.1 Graphics Data ........................................................................................................... 21

1.9 Polygon Drawing As a Black Box .................................................................................. 23

1.10 Interaction in Graphics Systems ................................................................................... 23
2 Introduction to 2D Graphics Using WPF ................................................................. 35
A graphics platform acts as the intermediary between the application and the underlying graphics hardware, providing a layer of abstraction to shield the programmer from the details of driving the graphics processor. As CPUs and graphics peripherals have increased in speed and memory capabilities, the feature sets of graphics platforms have evolved to harness new hardware features and to shoulder more of the application development burden. After a brief overview of the evolution of 2D platforms, we explore a modern package (Windows Presentation Foundation), showing how to construct an animated 2D scene by creating and manipulating a simple hierarchical model. WPF’s declarative XML-based syntax, and the basic techniques of scene specification, will carry over to the presentation of WPF’s 3D support in Chapter 6.

3 An Ancient Renderer Made Modern ........................................................................ 61
We describe a software implementation of an idea shown by Dürer. Doing so lets us create a perspective rendering of a cube, and introduces the notions of transforming meshes by transforming vertices, clipping, and multiple coordinate systems. We also encounter the need for visible surface determination and for lighting computations.
### A 2D Graphics Test Bed

We want you to rapidly test new ideas as you learn them. For most ideas in graphics, even 3D graphics, a simple 2D program suffices. We describe a test bed, a simple program that’s easy to modify to experiment with new ideas, and show how it can be used to study corner cutting on polygons. A similar 3D program is available on the book’s website.

#### 4.1 Introduction

#### 4.2 Details of the Test Bed

- **4.2.1 Using the 2D Test Bed**
- **4.2.2 Corner Cutting**
- **4.2.3 The Structure of a Test-Bed-Based Program**

#### 4.3 The C# Code

- **4.3.1 Coordinate Systems**
- **4.3.2 WPF Data Dependencies**
- **4.3.3 Event Handling**
- **4.3.4 Other Geometric Objects**

#### 4.4 Animation

#### 4.5 Interaction

#### 4.6 An Application of the Test Bed

#### 4.7 Discussion

#### 4.8 Exercises

### An Introduction to Human Visual Perception

The human visual system is the ultimate “consumer” of most imagery produced by graphics. As such, it provides design constraints and goals for graphics systems. We introduce the visual system and some of its characteristics, and relate them to engineering decisions in graphics.

The visual system is both tolerant of bad data (which is why the visual system can make sense of a child’s stick-figure drawing), and at the same time remarkably sensitive. Understanding both aspects helps us better design graphics algorithms and systems. We discuss basic visual processing, constancy, and continuation, and how different kinds of visual cues help our brains form hypotheses about the world. We discuss primarily static perception of shape, leaving discussion of the perception of motion to Chapter 35, and of the perception of color to Chapter 28.

#### 5.1 Introduction

#### 5.2 The Visual System

#### 5.3 The Eye

- **5.3.1 Gross Physiology of the Eye**
- **5.3.2 Receptors in the Eye**
6 Introduction to Fixed-Function 3D Graphics and Hierarchical Modeling ................................. 117

The process of constructing a 3D scene to be rendered using the classic fixed-function graphics pipeline is composed of distinct steps such as specifying the geometry of components, applying surface materials to components, combining components to form complex objects, and placing lights and cameras. WPF provides an environment suitable for learning about and experimenting with this classic pipeline. We first present the essentials of 3D scene construction, and then further extend the discussion to introduce hierarchical modeling.

6.1 Introduction ................................................................................................................. 117
  6.1.1 The Design of WPF 3D ..................................................................................... 118
  6.1.2 Approximating the Physics of the Interaction of Light with Objects ................ 118
  6.1.3 High-Level Overview of WPF 3D ..................................................................... 119

6.2 Introducing Mesh and Lighting Specification ............................................................. 120
  6.2.1 Planning the Scene ............................................................................................ 120
  6.2.2 Producing More Realistic Lighting .................................................................... 124
  6.2.3 “Lighting” versus “Shading” in Fixed-Function Rendering ................................ 127

6.3 Curved-Surface Representation and Rendering ........................................................... 128
  6.3.1 Interpolated Shading (Gouraud) ........................................................................ 128
  6.3.2 Specifying Surfaces to Achieve Faceted and Smooth Effects ............................. 130

6.4 Surface Texture in WPF .............................................................................................. 130
  6.4.1 Texturing via Tiling .......................................................................................... 132
  6.4.2 Texturing via Stretching .................................................................................... 132

6.5 The WPF Reflectance Model ....................................................................................... 133
  6.5.1 Color Specification ........................................................................................... 133
  6.5.2 Light Geometry ................................................................................................ 133
  6.5.3 Reflectance ....................................................................................................... 133

6.6 Hierarchical Modeling Using a Scene Graph ............................................................... 138
  6.6.1 Motivation for Modular Modeling ..................................................................... 138
  6.6.2 Top-Down Design of Component Hierarchy ...................................................... 139
  6.6.3 Bottom-Up Construction and Composition ........................................................ 140
  6.6.4 Reuse of Components ....................................................................................... 144

6.7 Discussion .................................................................................................................... 147

7 Essential Mathematics and the Geometry of 2-Space and 3-Space ................................. 149

We review basic facts about equations of lines and planes, areas, convexity, and parameterization. We discuss inside-outside testing for points in polygons. We describe barycentric coordinates, and present the notational conventions that are used throughout the book, including the notation for functions. We present a graphics-centric view of vectors, and introduce the notion of covectors.
8 A Simple Way to Describe Shape in 2D and 3D

The triangle mesh is a fundamental structure in graphics, widely used for representing shape. We describe 1D meshes (polylines) in 2D and generalize to 2D meshes in 3D. We discuss several representations for triangle meshes, simple operations on meshes such as computing the boundary, and determining whether a mesh is oriented.

8.1 Introduction .................................................................................................................. 187
8.2 “Meshes” in 2D: Polylines ........................................................................................... 189
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  8.2.2 A Data Structure for 1D Meshes ........................................................................ 191
8.3 Meshes in 3D ................................................................................................................ 192
9 Functions on Meshes ........................................................................................................ 201

A real-valued function defined at the vertices of a mesh can be extended linearly across each face by barycentric interpolation to define a function on the entire mesh. Such extensions are used in texture mapping, for instance. By considering what happens when a single vertex value is 1, and all others are 0, we see that all our piecewise-linear extensions are combinations of certain basic piecewise-linear mesh functions; replacing these basis functions with other, smoother functions can lead to smoother interpolation of values.
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  9.4.2 Which Interpolation Method Should I Really Use? .......................................... 213
9.5 Functions Multiply Defined at Vertices ............................................................... 213
9.6 Application: Texture Mapping ............................................................................... 214
  9.6.1 Assignment of Texture Coordinates ............................................................... 215
  9.6.2 Details of Texture Mapping ............................................................................. 216
  9.6.3 Texture-Mapping Problems ............................................................................ 216
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9.8 Exercises ................................................................................................................ 217

10 Transformations in Two Dimensions ....................................................................... 221

Linear and affine transformations are the building blocks of graphics. They occur in modeling, in rendering, in animation, and in just about every other context imaginable. They are the natural tools for transforming objects represented as meshes, because they preserve the mesh structure perfectly. We introduce linear and affine transformations in the plane, because most of the interesting phenomena are present there, the exception being the behavior of rotations in three dimensions, which we discuss in Chapter 11. We also discuss the relationship of transformations to matrices, the use of homogeneous coordinates, the uses of hierarchies of transformations in modeling, and the idea of coordinate “frames.”

10.1 Introduction .......................................................................................................... 221
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## 10.3 Important Facts about Transformations

- **10.3.1 Multiplication by a Matrix Is a Linear Transformation**
- **10.3.2 Multiplication by a Matrix Is the Only Linear Transformation**
- **10.3.3 Function Composition and Matrix Multiplication Are Related**
- **10.3.4 Matrix Inverse and Inverse Functions Are Related**
- **10.3.5 Finding the Matrix for a Transformation**
- **10.3.6 Transformations and Coordinate Systems**
- **10.3.7 Matrix Properties and the Singular Value Decomposition**
- **10.3.8 Computing the SVD**
- **10.3.9 The SVD and Pseudoinverses**

## 10.4 Translation

## 10.5 Points and Vectors Again

## 10.6 Why Use $3 \times 3$ Matrices Instead of a Matrix and a Vector?

## 10.7 Windowing Transformations

## 10.8 Building 3D Transformations

## 10.9 Another Example of Building a 2D Transformation

## 10.10 Coordinate Frames

## 10.11 Application: Rendering from a Scene Graph

## 10.12 Transforming Vectors and Covectors

## 11 Transformations in Three Dimensions

Transformations in 3-space are analogous to those in the plane, except for rotations: In the plane, we can swap the order in which we perform two rotations about the origin without altering the result; in 3-space, we generally cannot. We discuss the group of rotations in 3-space, the use of quaternions to represent rotations, interpolating between quaternions, and a more general technique for interpolating among any sequence of transformations, provided they are “close enough” to one another. Some of these techniques are applied to user-interface designs in Chapter 21.

## 11.1 Introduction

## 11.2 Rotations

- **11.2.1 Analogies between Two and Three Dimensions**
- **11.2.2 Euler Angles**
- **11.2.3 Axis-Angle Description of a Rotation**
- **11.2.4 Finding an Axis and Angle from a Rotation Matrix**
- **11.2.5 Body-Centered Euler Angles**
- **11.2.6 Rotations and the 3-Sphere**
- **11.2.7 Stability of Computations**

## 11.3 Comparing Representations

## 11.4 Rotations versus Rotation Specifications

## 11.5 Interpolating Matrix Transformations

## 11.6 Virtual Trackball and Arcball
12 A 2D and 3D Transformation Library for Graphics ........................................ 287

Because we represent so many things in graphics with arrays of three floating-point numbers (RGB colors, locations in 3-space, vectors in 3-space, covectors in 3-space, etc.) it’s very easy to make conceptual mistakes in code, performing operations (like adding the coordinates of two points) that don’t make sense. We present a sample mathematics library that you can use to avoid such problems. While such a library may have no place in high-performance graphics, where the overhead of type checking would be unreasonable, it can be very useful in the development of programs in their early stages.
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13 Camera Specifications and Transformations ................................................... 299

To convert a model of a 3D scene to a 2D image seen from a particular point of view, we have to specify the view precisely. The rendering process turns out to be particularly simple if the camera is at the origin, looking along a coordinate axis, and if the field of view is 90° in each direction. We therefore transform the general problem to the more specific one. We discuss how the virtual camera is specified, and how we transform any rendering problem to one in which the camera is in a standard position with standard characteristics. We also discuss the specification of parallel (as opposed to perspective) views.
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The real world contains too much detail to simulate efficiently from first principles of physics and geometry. Models make graphics computationally tractable but introduce restrictions and errors. We explore some pervasive approximations and their limitations. In many cases, we have a choice between competing models with different properties.
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15 Ray Casting and Rasterization ................................................................. 387

A 3D renderer identifies the surface that covers each pixel of an image, and then executes some shading routine to compute the value of the pixel. We introduce a set of coverage algorithms and some straw-man shading routines, and revisit the graphics pipeline abstraction. These are practical design points arising from general principles of geometry and processor architectures.

For coverage, we derive the ray-casting and rasterization algorithms and then build the complete source code for a render on top of it. This requires graphics-specific debugging techniques such as visualizing intermediate results. Architecture-aware optimizations dramatically increase the performance of these programs, albeit by limiting abstraction. Alternatively, we can move abstractions above the pipeline to enable dedicated graphics hardware. APIs abstracting graphics processing units (GPUs) enable efficient rasterization implementations. We port our render to the programmable shading framework common to such APIs.
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16 Survey of Real-Time 3D Graphics Platforms .......................................................... 451

There is great diversity in the feature sets and design goals among 3D graphics platforms. Some are thin layers that bring the application as close to the hardware as possible for optimum performance and control; others provide a thick layer of data structures for the storage and manipulation of complex scenes; and at the top of the power scale are the game-development environments that additionally provide advanced features like physics and joint/skin simulation. Platforms supporting games render with the highest possible speed to ensure interactivity, while those used by the special effects industry sacrifice speed for the utmost in image quality. We present a broad overview of modern 3D platforms with an emphasis on the design goals behind the variations.
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17 Image Representation and Manipulation ................................................................. 481

Much of graphics produces *images* as output. We describe how images are stored, what information they can contain, and what they can represent, along with the importance of knowing the precise meaning of the pixels in an image file. We show how to composite images (i.e., blend, overlay, and otherwise merge them) using coverage maps, and how to simply represent images at multiple scales with MIP mapping.
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The pattern of light arriving at a camera sensor can be thought of as a function defined on a 2D rectangle, the value at each point being the light energy density arriving there. The resultant image is an array of values, each one arrived at by some sort of averaging of the input function. The relationship between these two functions—one defined on a continuous 2D rectangle, the other defined on a rectangular grid of points—is a deep one. We study the relationship with the tools of Fourier analysis, which lets us understand what parts of the incoming signal can be accurately captured by the discrete signal. This understanding helps us avoid a wide range of image problems, including “jaggies” (ragged edges). It’s also the basis for understanding other phenomena in graphics, such as moiré patterns in textures.
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We apply the ideas of the previous two chapters to a concrete example—enlarging and shrinking of images—to illustrate their use in practice. We see that when an image, conventionally represented, is shrunk, problems will arise unless certain high-frequency information is removed before the shrinking process.
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Texturing, and its variants, add visual richness to models without introducing geometric complexity. We discuss basic texturing and its implementation in software, and some of its variants, like bump mapping and displacement mapping, and the use of 1D and 3D textures. We also discuss the creation of texture correspondences (assigning texture coordinates to points on a mesh) and of the texture images themselves, through techniques as varied as “painting the model” and probabilistic texture-synthesis algorithms.

20.1 Introduction ................................................................................................................. 547
20.2 Variations of Texturing ............................................................................................... 549
21 Interaction Techniques .......................................................................................................................... 567

Certain interaction techniques use a substantial amount of the mathematics of transformations, and therefore are more suitable for a book like ours than one that concentrates on the design of the interaction itself, and the human factors associated with that design. We illustrate these ideas with three 3D manipulators—the arcball, trackball, and Unicam—and with a multitouch interface for manipulating images.
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Splines are, informally, curves that pass through or near a sequence of “control points.” They’re used to describe shapes, and to control the motion of objects in animations, among other things. Splines make sense not only in the plane, but also in 3-space and in 1-space, where they provide a means of interpolating a sequence of values with various degrees of continuity. Splines, as a modeling tool in graphics, have been in part supplanted by subdivision curves (which we saw in the form of corner-cutting curves in Chapter 4) and subdivision surfaces. The two classes—splines and subdivision—are closely related. We demonstrate this for curves in this chapter; a similar approach works for surfaces.
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23 Splines and Subdivision Surfaces ............................................................ 607

Spline surfaces and subdivision surfaces are natural generalizations of spline and subdivision curves. Surfaces are built from rectangular patches, and when these meet four at a vertex, the generalization is reasonably straightforward. At vertices where the degree is not four, certain challenges arise, and dealing with these “exceptional vertices” requires care. Just as in the case of curves, subdivision surfaces, away from exceptional vertices, turn out to be identical to spline surfaces. We discuss spline patches, Catmull-Clark subdivision, other subdivision approaches, and the problems of exceptional points.
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Implicit curves are defined as the level set of some function on the plane; on a weather map, the isotherm lines constitute implicit curves. By choosing particular functions, we can make the shapes of these curves controllable. The same idea applies in space to define implicit surfaces. In each case, it’s not too difficult to convert an implicit representation to a mesh representation that approximates the surface. But the implicit representation itself has many advantages. Finding a ray-shape intersection with an implicit surface reduces to root finding, for instance, and it’s easy to combine implicit shapes with operators that result in new shapes without sharp corners.
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Meshes are a dominant structure in today’s graphics. They serve as approximations to smooth curves and surfaces, and much mathematics from the smooth category can be transferred to work with meshes. Certain special classes of meshes—heightfield meshes, and very regular meshes—support fast algorithms particularly well. We discuss level of detail in the context of meshes, where practical algorithms abound, but also in a larger context. We conclude with some applications.
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26 Light 669

We discuss the basic physics of light, starting from blackbody radiation, and the relevance of this physics to computer graphics. In particular, we discuss both the wave and particle descriptions of light, polarization effects, and diffraction. We then discuss the measurement of light, including the various units of measure, and the continuum assumption implicit in these measurements. We focus on the radiance, from which all other radiometric terms can be derived through integration, and which is constant along rays in empty space. Because of the dependence on integration, we discuss solid angles and integration over these. Because the radiance field in most scenes is too complex to express in simple algebraic terms, integrals of radiance are almost always computed stochastically, and so we introduce stochastic integration. Finally, we discuss reflectance and transmission, their measurement, and the challenges of computing integrals in which the integrands have substantial variation (like the specular and nonspecular parts of the reflection from a glossy surface).
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27 Materials and Scattering 711

The appearance of an object made of some material is determined by the interaction of that material with the light in the scene. The interaction (for fairly homogeneous materials) is described by the
reflection and transmission distribution functions, at least for at-the-surface scattering. We present several different models for these, ranging from the purely empirical to those incorporating various degrees of physical realism, and observe their limitations as well. We briefly discuss scattering from volumetric media like smoke and fog, and the kind of subsurface scattering that takes place in media like skin and milk. Anticipating our use of these material models in rendering, we also discuss the software interface a material model must support to be used effectively.
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While color appears to be a physical property—that book is blue, that sun is yellow—it is, in fact, a perceptual phenomenon, one that’s closely related to the spectral distribution of light, but by no means completely determined by it. We describe the perception of color and its relationship to the physiology of the eye. We introduce various systems for naming, representing, and selecting colors. We also discuss the perception of brightness, which is nonlinear as a function of light energy, and the consequences of this for the efficient representation of varying brightness levels, leading to the notion
of $gamma$, an exponent used in compressing brightness data. We also discuss the gamuts (range of colors) of various devices, and the problems of color interpolation.
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29 Light Transport | 783

Using the formal descriptions of radiance and scattering, we derive the rendering equation, an integral equation characterizing the radiance field, given a description of the illumination, geometry, and materials in the scene.
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Probabilistic methods are at the heart of modern rendering techniques, especially methods for estimating integrals, because solving the rendering equation involves computing an integral that’s impossible to evaluate exactly in any but the simplest scenes. We review basic discrete probability, generalize to continuum probability, and use this to derive the single-sample estimate for an integral and the importance-weighted single-sample estimate, which we’ll use in the next two chapters.
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We describe the implementation of a path tracer, which exhibits many of the complexities associated with ray-tracing-like renderers that attempt to estimate radiance by estimating integrals associated to the rendering equations, and a photon mapper, which quickly converges to a biased but consistent and plausible result.
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Efficient determination of the subset of a scene that affects the final image is critical to the performance of a renderer. The first approximation of this process is conservative determination of surfaces visible to the eye. This problem has been addressed by algorithms with radically different space, quality, and time bounds. The preferred algorithms vary over time with the cost and performance of hardware architectures. Because analogous problems arise in collision detection, selection,
global illumination, and document layout, even visibility algorithms that are currently out of favor for primary rays may be preferred in other applications.
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Preface

This book presents many of the important ideas of computer graphics to students, researchers, and practitioners. Several of these ideas are not new: They have already appeared in widely available scholarly publications, technical reports, textbooks, and lay-press articles. The advantage of writing a textbook sometime after the appearance of an idea is that its long-term impact can be understood better and placed in a larger context. Our aim has been to treat ideas with as much sophistication as possible (which includes omitting ideas that are no longer as important as they once were), while still introducing beginning students to the subject lucidly and gracefully.

This is a second-generation graphics book: Rather than treating all prior work as implicitly valid, we evaluate it in the context of today’s understanding, and update the presentation as appropriate.

Even the most elementary issues can turn out to be remarkably subtle. Suppose, for instance, that you’re designing a program that must run in a low-light environment—a darkened movie theatre, for instance. Obviously you cannot use a bright display, and so using brightness contrast to distinguish among different items in your program display would be inappropriate. You decide to use color instead. Unfortunately, color perception in low-light environments is not nearly as good as in high-light environments, and some text colors are easier to read than others in low light. Is your cursor still easy to see? Maybe to make that simpler, you should make the cursor constantly jitter, exploiting the motion sensitivity of the eye. So what seemed like a simple question turns out to involve issues of interface design, color theory, and human perception.

This example, simple as it is, also makes some unspoken assumptions: that the application uses graphics (rather than, say, tactile output or a well-isolated audio earpiece), that it does not use the regular theatre screen, and that it does not use a head-worn display. It makes explicit assumptions as well—for instance, that a cursor will be used (some UIs intentionally don’t use a cursor). Each of these assumptions reflects a user-interface choice as well.

Unfortunately, this interrelatedness of things makes it impossible to present topics in a completely ordered fashion and still motivate them well; the subject is simply no longer linearizable. We could have covered all the mathematics, theory of perception, and other, more abstract, topics first, and only then moved on to their graphics applications. Although this might produce a better reference work (you know just where to look to learn about generalized cross products,
for instance), it doesn’t work well for a textbook, since the motivating applications would all come at the end. Alternatively, we could have taken a case-study approach, in which we try to complete various increasingly difficult tasks, and introduce the necessary material as the need arises. This makes for a natural progression in some cases, but makes it difficult to give a broad organizational view of the subject. Our approach is a compromise: We start with some widely used mathematics and notational conventions, and then work from topic to topic, introducing supporting mathematics as needed. Readers already familiar with the mathematics can safely skip this material without missing any computer graphics; others may learn a good deal by reading these sections. Teachers may choose to include or omit them as needed. The topic-based organization of the book entails some redundancy. We discuss the graphics pipeline multiple times at varying levels of detail, for instance. Rather than referring the reader back to a previous chapter, sometimes we redescribe things, believing that this introduces a more natural flow. Flipping back 500 pages to review a figure can be a substantial distraction.

The other challenge for a textbook author is to decide how encyclopedic to make the text. The first edition of this book really did cover a very large fraction of the published work in computer graphics; the second edition at least made passing references to much of the work. This edition abandons any pretense of being encyclopedic, for a very good reason: When the second edition was written, a single person could carry, under one arm, all of the proceedings of SIGGRAPH, the largest annual computer graphics conference, and these constituted a fair representation of all technical writings on the subject. Now the SIGGRAPH proceedings (which are just one of many publication venues) occupy several cubic feet. Even a telegraphic textbook cannot cram all that information into a thousand pages. Our goal in this book is therefore to lead the reader to the point where he or she can read and reproduce many of today’s SIGGRAPH papers, albeit with some caveats:

- First, computer graphics and computer vision are overlapping more and more, but there is no excuse for us to write a computer vision textbook; others with far greater knowledge have already done so.
- Second, computer graphics involves programming; many graphics applications are quite large, but we do not attempt to teach either programming or software engineering in this book. We do briefly discuss programming (and especially debugging) approaches that are unique to graphics, however.
- Third, most graphics applications have a user interface. At the time of this writing, most of these interfaces are based on windows with menus, and mouse interaction, although touch-based interfaces are becoming commonplace as well. There was a time when user-interface research was a part of graphics, but it’s now an independent community—albeit with substantial overlap with graphics—and we therefore assume that the student has some experience in creating programs with user interfaces, and don’t discuss these in any depth, except for some 3D interfaces whose implementations are more closely related to graphics.

Of course, research papers in graphics differ. Some are highly mathematical, others describe large-scale systems with complex engineering tradeoffs, and still others involve a knowledge of physics, color theory, typography, photography, chemistry, zoology...the list goes on and on. Our goal is to prepare the reader to understand the computer graphics in these papers; the other material may require considerable external study as well.
Historical Approaches

The history of computer graphics is largely one of ad hoc approaches to the immediate problems at hand. Saying this is in no way an indictment of the people who took those approaches: They had jobs to do, and found ways to do them. Sometimes their solutions had important ideas wrapped up within them; at other times they were merely ways to get things done, and their adoption has interfered with progress in later years. For instance, the image-compositing model used in most graphics systems assumes that color values stored in images can be blended linearly. In actual practice, the color values stored in images are nonlinearly related to light intensity; taking linear combinations of these does not correspond to taking linear combinations of intensity. The difference between the two approaches began to be noticed when studios tried to combine real-world and computer-generated imagery; this compositing technology produced unacceptable results. In addition, some early approaches were deeply principled, but the associated programs made assumptions about hardware that were no longer valid a few years later; readers, looking first at the details of implementation, said, “Oh, this is old stuff—it’s not relevant to us at all,” and missed the still important ideas of the research. All too frequently, too, researchers have simply reinvented things known in other disciplines for years.

We therefore do not follow the chronological development of computer graphics. Just as physics courses do not begin with Aristotle’s description of dynamics, but instead work directly with Newton’s (and the better ones describe the limitations of even that system, setting the stage for quantum approaches, etc.), we try to start directly from the best current understanding of issues, while still presenting various older ideas when relevant. We also try to point out sources for ideas that may not be familiar ones: Newell’s formula for the normal vector to a polygon in 3-space was known to Grassmann in the 1800s, for instance. Our hope in referencing these sources is to increase the reader’s awareness of the variety of already developed ideas that are waiting to be applied to graphics.

Pedagogy

The most striking aspect of graphics in our everyday lives is the 3D imagery being used in video games and special effects in the entertainment industry and advertisements. But our day-to-day interactions with home computers, cell phones, etc., are also based on computer graphics. Perhaps they are less visible in part because they are more successful: The best interfaces are the ones you don’t notice. It’s tempting to say that “2D graphics” is simpler—that 3D graphics is just a more complicated version of the same thing. But many of the issues in 2D graphics—how best to display images on a screen made of a rectangular grid of light-emitting elements, for instance, or how to construct effective and powerful interfaces—are just as difficult as those found in making pictures of three-dimensional scenes. And the simple models conventionally used in 2D graphics can lead the student into false assumptions about how best to represent things like color or shape. We therefore have largely integrated the presentation of 2D and 3D graphics so as to address simultaneously the subtle issues common to both.

This book is unusual in the level at which we put the “black box.” Almost every computer science book has to decide at what level to abstract something about the computers that the reader will be familiar with. In a graphics book, we have to
decide what graphics system the reader will be encountering as well. It’s not hard (after writing a first program or two) to believe that some combination of hardware and software inside your computer can make a colored triangle appear on your display when you issue certain instructions. The details of how this happens are not relevant to a surprisingly large part of graphics. For instance, what happens if you ask the graphics system to draw a red triangle that’s below the displayable area of your screen? Are the pixel locations that need to be made red computed and then ignored because they’re off-screen? Or does the graphics system realize, before computing any pixel values, that the triangle is off-screen and just quit? In some sense, unless you’re designing a graphics card, it just doesn’t matter all that much; indeed, it’s something you, as a user of a graphics system, can’t really control. In much of the book, therefore, we treat the graphics system as something that can display certain pixel values, or draw triangles and lines, without worrying too much about the “how” of this part. The details are included in the chapters on rasterization and on graphics hardware. But because they are mostly beyond our control, topics like clipping, antialiasing of lines, and rasterization algorithms are all postponed to later chapters.

Another aspect of the book’s pedagogy is that we generally try to show how ideas or techniques arise. This can lead to long explanations, but helps, we hope, when students need to derive something for themselves: The approaches they’ve encountered may suggest an approach to their current problem.

We believe that the best way to learn graphics is to first learn the mathematics behind it. The drawback of this approach compared to jumping to applications is that learning the abstract math increases the amount of time it takes to learn your first few techniques. But you only pay that overhead once. By the time you’re learning the tenth related technique, your investment will pay off because you’ll recognize that the new method combines elements you’ve already studied.

Of course, you’re reading this book because you are motivated to write programs that make pictures. So we try to start many topics by diving straight into a solution before stepping back to deeply consider the broader mathematical issues. Most of this book is concerned with that stepping-back process. Having investigated the mathematics, we’ll then close out topics by sketching other related problems and some solutions to them. Because we’ve focused on the underlying principles, you won’t need us to tell you the details for these sketches. From your understanding of the principles, the approach of each solution should be clear, and you’ll have enough knowledge to be able to read and understand the original cited publication in its author’s own words, rather than relying on us to translate it for you. What we can do is present some older ideas in a slightly more modern form so that when you go back to read the original paper, you’ll have some idea how its vocabulary matches your own.

**Current Practice**

Graphics is a hands-on discipline. And since the business of graphics is the presentation of visual information to a viewer, and the subsequent interaction with it, graphical tools can often be used effectively to debug new graphical algorithms. But doing this requires the ability to write graphics programs. There are many alternative ways to produce graphical imagery on today’s computers, and for much of the material in this book, one method is as good as another. The conversion between one programming language and its libraries and another is
routine. But for teaching the subject, it seems best to work in a single language so that the student can concentrate on the deeper ideas. Throughout this book, we’ll suggest exercises to be written using Windows Presentation Foundation (WPF), a widely available graphics system, for which we’ve written a basic and easily modified program we call a “test bed” in which the student can work. For situations where WPF is not appropriate, we’ve often used G3D, a publicly available graphics library maintained by one of the authors. And in many situations, we’ve written pseudocode. It provides a compact way to express ideas, and for most algorithms, actual code (in the language of your choice) can be downloaded from the Web; it seldom makes sense to include it in the text. The formatting of code varies; in cases where programs are developed from an informal sketch to a nearly complete program in some language, things like syntax highlighting make no sense until quite late versions, and may be omitted entirely. Sometimes it’s nice to have the code match the mathematics, leading us to use variables with names like $x_R$, which get typeset as math rather than code. In general, we italicize pseudocode, and use indentation rather than braces in pseudocode to indicate code blocks. In general, our pseudocode is very informal; we use it to convey the broad ideas rather than the details.

This is not a book about writing graphics programs, nor is it about using them. Readers will find no hints about the best ways to store images in Adobe’s latest image-editing program, for instance. But we hope that, having understood the concepts in this book and being competent programmers already, they will both be able to write graphics programs and understand how to use those that are already written.

Principles

Throughout the book we have identified certain computer graphics principles that will help the reader in future work; we’ve also included sections on current practice—sections that discuss, for example, how to approximate your ideal solution on today’s hardware, or how to compute your actual ideal solution more rapidly. Even practices that are tuned to today’s hardware can prove useful tomorrow, so although in a decade the practices described may no longer be directly applicable, they show approaches that we believe will still be valuable for years.

Prerequisites

Much of this book assumes little more preparation than what a technically savvy undergraduate student may have: the ability to write object-oriented programs; a working knowledge of calculus; some familiarity with vectors, perhaps from a math class or physics class or even a computer science class; and at least some encounter with linear transformations. We also expect that the typical student has written a program or two containing 2D graphical objects like buttons or checkboxes or icons.

Some parts of this book, however, depend on far more mathematics, and attempting to teach that mathematics within the limits of this text is impossible. Generally, however, this sophisticated mathematics is carefully limited to a few sections, and these sections are more appropriate for a graduate course than an introductory one. Both they and certain mathematically sophisticated exercises are marked with a “math road-sign” symbol thus: ✰. Correspondingly, topics that
use deeper notions from computer science are marked with a “computer science road-sign.”

Some mathematical aspects of the text may seem strange to those who have met vectors in other contexts; the first author, whose Ph.D. is in mathematics, certainly was baffled by some of his first encounters with how graphics researchers do things. We attempt to explain these variations from standard mathematical approaches clearly and thoroughly.

**Paths through This Book**

This book can be used for a semester-long or yearlong undergraduate course, or as a general reference in a graduate course. In an undergraduate course, the advanced mathematical topics can safely be omitted (e.g., the discussions of analogs to barycentric coordinates, manifold meshes, spherical harmonics, etc.) while concentrating on the basic ideas of creating and displaying geometric models, understanding the mathematics of transformations, camera specifications, and the standard models used in representing light, color, reflectance, etc., along with some hints of the limitations of these models. It should also cover basic graphics applications and the user-interface concerns, design tradeoffs, and compromises necessary to make them efficient, possibly ending with some special topic like creating simple animations, or writing a basic ray tracer. Even this is too much for a single semester, and even a yearlong course will leave many sections of the book untouched, as future reading for interested students.

An aggressive semester-long (14-week) course could cover the following.

1. Introduction and a simple 2D program: Chapters 1, 2, and 3.
2. Introduction to the geometry of rendering, and further 2D and 3D programs: Chapters 3 and 4. Visual perception and the human visual system: Chapter 5.
4. Images, part 1: Chapter 17, Sections 18.1–18.11.
6. 2D and 3D transformations: Sections 10.1–10.12, Sections 11.1–11.3, Chapter 12.
8. Standard approximations in graphics: Chapter 14, selected sections.
10. Light and reflection: Sections 26.1–26.7 (Section 26.5 optional); Section 26.10.
14. Visible surface determination and acceleration data structures; overview of more advanced rendering techniques: selections from Chapters 31, 36, and 37.

However, not all the material in every section would be appropriate for a first course.

Alternatively, consider the syllabus for a 12-week undergraduate course on physically based rendering that takes first principles from offline to real-time rendering. It could dive into the core mathematics and radiometry behind ray tracing, and then cycle back to pick up the computer science ideas needed for scalability and performance.

1. Introduction: Chapter 1
2. Light: Chapter 26
3. Perception; light transport: Chapters 5 and 29
4. A brief overview of meshes and scene graphs: Sections 6.6, 14.1–5
5. Transformations: Chapters 10 and 13, briefly.
6. Ray casting: Sections 15.1–4, 7.6–9
7. Acceleration data structures: Chapter 37; Sections 36.1–36.3, 36.5–36.6, 36.9
8. Rendering theory: Chapters 30 and 31
9. Rendering practice: Chapter 32
10. Color and material: Sections 14.6–14.11, 28, and 27
11. Rasterization: Sections 15.5–9
12. Shaders and hardware: Sections 16.3–5, Chapters 33 and 38

Note that these paths touch chapters out of numerical order. We’ve intentionally written this book in a style where most chapters are self-contained, with cross-references instead of prerequisites, to support such traversal.

Differences from the Previous Edition

This edition is almost completely new, although many of the topics covered in the previous edition appear here. With the advent of the GPU, triangles are converted to pixels (or samples) by radically different approaches than the old scan-conversion algorithms. We no longer discuss those. In discussing light, we strongly favor physical units of measurement, which adds some complexity to discussions of older techniques that did not concern themselves with units. Rather than preparing two graphics packages for 2D and 3D graphics, as we did for the previous editions, we’ve chosen to use widely available systems, and provide tools to help the student get started using them.

Website

Often in this book you’ll see references to the book’s website. It’s at http://cgpp.net and contains not only the testbed software and several examples
derived from it, but additional material for many chapters, and the interactive experiments in WPF for Chapters 2 and 6.
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For the Student

Your professor will probably choose some route through this book, selecting topics that fit well together, perhaps following one of the suggested trails mentioned
earlier. Don’t let that constrain you. If you want to know about something, use the index and start reading. Sometimes you’ll find yourself lacking background, and you won’t be able to make sense of what you read. When that happens, read the background material. It’ll be easier than reading it at some other time, because right now you have a reason to learn it. If you stall out, search the Web for someone’s implementation and download and run it. When you notice it doesn’t look quite right, you can start examining the implementation, and trying to reverse-engineer it. Sometimes this is a great way to understand something. Follow the practice-theory-practice model of learning: Try something, see whether you can make it work, and if you can’t, read up on how others did it, and then try again. The first attempt may be frustrating, but it sets you up to better understand the theory when you get to it. If you can’t bring yourself to follow the practice-theory-practice model, at the very least you should take the time to do the inline exercises for any chapter you read.

Graphics is a young field, so young that undergraduates are routinely coauthors on SIGGRAPH papers. In a year you can learn enough to start contributing new ideas.

Graphics also uses a lot of mathematics. If mathematics has always seemed abstract and theoretical to you, graphics can be really helpful: The uses of mathematics in graphics are practical, and you can often see the consequences of a theorem in the pictures you make. If mathematics has always come easily to you, you can gain some enjoyment from trying to take the ideas we present and extend them further. While this book contains a lot of mathematics, it only scratches the surface of what gets used in modern research papers.

Finally, doubt everything. We’ve done our best to tell the truth in this book, as we understand it. We think we’ve done pretty well, and the great bulk of what we’ve said is true. In a few places, we’ve deliberately told partial truths when we introduced a notion, and then amplified these in a later section when we’re discussing details. But aside from that, we’ve surely failed to tell the truth in other places as well. In some cases, we’ve simply made errors, leaving out a minus sign, or making an off-by-one error in a loop. In other cases, the current understanding of the graphics community is just inadequate, and we’ve believed what others have said, and will have to adjust our beliefs later. These errors are opportunities for you. Martin Gardner said that the true sound of scientific discovery is not “Aha!” but “Hey, that’s odd. . . .” So if every now and then something seems odd to you, go ahead and doubt it. Look into it more closely. If it turns out to be true, you’ll have cleared some cobwebs from your understanding. If it’s false, it’s a chance for you to advance the field.

For the Teacher

If you’re like us, you probably read the “For the Student” section even though it wasn’t for you. (And your students are probably reading this part, too.) You know that we’ve advised them to graze through the book at random, and to doubt everything.

We recommend to you (aside from the suggestions in the remainder of this preface) two things. The first is that you encourage, or even require, that your students answer the inline exercises in the book. To the student who says, “I’ve got too much to do! I can’t waste time stopping to do some exercise,” just say, “We
don’t have time to stop for gas . . . we’re already late.” The second is that you assign your students projects or homeworks that have both a fixed goal and an open-ended component. The steady students will complete the fixed-goal parts and learn the material you want to cover. The others, given the chance to do something fun, may do things with the open-ended exercises that will amaze you. And in doing so, they’ll find that they need to learn things that might seem just out of reach, until they suddenly master them, and become empowered. Graphics is a terrific medium for this: Successes are instantly visible and rewarding, and this sets up a feedback loop for advancement. The combination of visible feedback with the ideas of scalability that they’ve encountered elsewhere in computer science can be revelatory.

Discussion and Further Reading

Most chapters of this book contain a “Discussion and Further Reading” section like this one, pointing to either background references or advanced applications of the ideas in the chapter. For this preface, the only suitable further reading is very general: We recommend that you immediately begin to look at the proceedings of ACM SIGGRAPH conferences, and of other graphics conferences like Eurographics and Computer Graphics International, and, depending on your evolving interest, some of the more specialized venues like the Eurographics Symposium on Rendering, I3D, and the Symposium on Computer Animation. While at first the papers in these conferences will seem to rely on a great deal of prior knowledge, you’ll find that you rapidly get a sense of what things are possible (if only by looking at the pictures), and what sorts of skills are necessary to achieve them. You’ll also rapidly discover ideas that keep reappearing in the areas that most interest you, and this can help guide your further reading as you learn graphics.
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Chapter 10

Transformations in Two Dimensions

10.1 Introduction

As you saw in Chapters 2 and 6, when we think about taking an object for which
we have a geometric model and putting it in a scene, we typically need to do three
things: Move the object to some location, scale it up or down so that it fits well
with the other objects in the scene, and rotate it until it has the right orientation.
These operations—translation, scaling, and rotation—are part of every graphics
system. Both scaling and rotation are linear transformations on the coordinates
of the object’s points. Recall that a linear transformation,

\[ T : \mathbb{R}^2 \rightarrow \mathbb{R}^2, \]

is one for which \( T(v + \alpha w) = T(v) + \alpha T(w) \) for any two vectors \( v \) and \( w \) in \( \mathbb{R}^2 \),
and any real number \( \alpha \). Intuitively, it’s a transformation that preserves lines and
leaves the origin unmoved.

**Inline Exercise 10.1:** Suppose \( T \) is linear. Insert \( \alpha = 1 \) in the definition of
linearity. What does it say? Insert \( v = 0 \) in the definition. What does it say?

**Inline Exercise 10.2:** When we say that a linear transformation “preserves
lines,” we mean that if \( \ell \) is a line, then the set of points \( T(\ell) \) must also lie in
some line. You might expect that we’d require that \( T(\ell) \) actually be a line, but
that would mean that transformations like “project everything perpendicularly
onto the \( x \)-axis” would not be counted as “linear.” For this particular projection
transformation, describe a line \( \ell \) such that \( T(\ell) \) is contained in a line, but is not
itself a line.
The definition of linearity guarantees that for any linear transformation $T$, we have $T(0) = 0$: If we choose $v = w = 0$ and $\alpha = 1$, the definition tells us that

$$T(0) = T(0 + 0) = T(0) + 1T(0) = T(0) + T(0). \quad (10.2)$$

Subtracting $T(0)$ from the first and last parts of this chain gives us $0 = T(0)$. This means that translation—moving every point of the plane by the same amount—is, in general, not a linear transformation except in the special case of translation by zero, in which all points are left where they are. Shortly we’ll describe a trick for putting the Euclidean plane into $\mathbb{R}^3$ (but not as the $z = 0$ plane as is usually done); once we do this, we’ll see that certain linear transformations on $\mathbb{R}^3$ end up performing translations on this embedded plane.

For now, let’s look at only the plane. We assume that you have some familiarity with linear transformations already; indeed, the serious student of computer graphics should, at some point, study linear algebra carefully. But one can learn a great deal about graphics with only a modest amount of knowledge of the subject, which we summarize here briefly.

In the first few sections, we use the convention of most linear-algebra texts: The vectors are arrows at the origin, and we think of the vector $[u \ v]$ as being identified with the point $(u, v)$. Later we’ll return to the point-vector distinction.

For any $2 \times 2$ matrix $M$, the function $v \mapsto Mv$ is a linear transformation from $\mathbb{R}^2$ to $\mathbb{R}^2$. We refer to this as a matrix transformation. In this chapter, we look at five such transformations in detail, study matrix transformations in general, and introduce a method for incorporating translation into the matrix-transformation formulation. We then apply these ideas to transforming objects and changing coordinate systems, returning to the clock example of Chapter 2 to see the ideas in practice.

### 10.2 Five Examples

We begin with five examples of linear transformations in the plane; we’ll refer to these by the names $T_1, \ldots, T_5$ throughout the chapter.

**Example 1: Rotation.** Let $M_1 = \begin{bmatrix} \cos 30^\circ & -\sin 30^\circ \\ \sin 30^\circ & \cos 30^\circ \end{bmatrix}$ and

$$T_1 : \mathbb{R}^2 \rightarrow \mathbb{R}^2 : \begin{bmatrix} x \\ y \end{bmatrix} \mapsto M_1 \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} \cos 30^\circ & -\sin 30^\circ \\ \sin 30^\circ & \cos 30^\circ \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}. \quad (10.3)$$

Recall that $e_1$ denotes the vector $\begin{bmatrix} 1 \\ 0 \end{bmatrix}$ and $e_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$; this transformation sends $e_1$ to the vector $\begin{bmatrix} \cos 30^\circ \\ \sin 30^\circ \end{bmatrix}$ and $e_2$ to $\begin{bmatrix} -\sin 30^\circ \\ \cos 30^\circ \end{bmatrix}$, which are vectors that are $30^\circ$ counterclockwise from the $x$- and $y$-axes, respectively (see Figure 10.1).

There’s nothing special about the number 30 in this example: by replacing $30^\circ$ with any angle, you can build a transformation that rotates things counterclockwise by that angle.

![Figure 10.1: Rotation by 30°.](image-url)
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**Inline Exercise 10.3:** Write down the matrix transformation that rotates everything in the plane by 180° counterclockwise. Actually compute the sines and cosines so that you end up with a matrix filled with numbers in your answer. Apply this transformation to the corners of the unit square, \((0, 0), (1, 0), (0, 1),\) and \((1, 1)\).

**Example 2: Nonuniform scaling.** Let \(M_2 = \begin{bmatrix} 3 & 0 \\ 0 & 2 \end{bmatrix}\) and

\[
T_2 : \mathbb{R}^2 \to \mathbb{R}^2 : \begin{bmatrix} x \\ y \end{bmatrix} \mapsto M_2 \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} 3x \\ 2y \end{bmatrix}.
\]  

(10.4)

This transformation stretches everything by a factor of three in the \(x\)-direction and a factor of two in the \(y\)-direction, as shown in Figure 10.2. If both stretch factors were three, we'd say that the transformation “scaled things up by three” and is a **uniform scaling transformation.** \(T_2\) represents a generalization of this idea: Rather than scaling uniformly in each direction, it's called a **nonuniform scaling transformation** or, less formally, a **nonuniform scale.**

Once again the example generalizes: By placing numbers other than 2 and 3 along the diagonal of the matrix, we can scale each axis by any amount we please. These scaling amounts can include zero and negative numbers.

**Inline Exercise 10.4:** Write down the matrix for a uniform scale by \(-1\). How does your answer relate to your answer to inline Exercise 10.3? Can you explain?

**Inline Exercise 10.5:** Write down a transformation matrix that scales in \(x\) by zero and in \(y\) by 1. Informally describe what the associated transformation does to the house.

**Example 3: Shearing.** Let \(M_3 = \begin{bmatrix} 1 & 2 \\ 0 & 1 \end{bmatrix}\) and

\[
T_3 : \mathbb{R}^2 \to \mathbb{R}^2 : \begin{bmatrix} x \\ y \end{bmatrix} \mapsto M_3 \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} x+2y \\ y \end{bmatrix}.
\]  

(10.5)

As Figure 10.3 shows, \(T_3\) preserves height along the \(y\)-axis but moves points parallel to the \(x\)-axis, with the amount of movement determined by the \(y\)-value. The \(x\)-axis itself remains fixed. Such a transformation is called a **shearing transformation.**

**Inline Exercise 10.6:** Generalize to build a transformation that keeps the \(y\)-axis fixed but shears vertically instead of horizontally.

**Example 4: A general transformation.** Let \(M_4 = \begin{bmatrix} 1 & -1 \\ 2 & 2 \end{bmatrix}\) and

\[
T_4 : \mathbb{R}^2 \to \mathbb{R}^2 : \begin{bmatrix} x \\ y \end{bmatrix} \mapsto M_4 \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} 1 \ -1 \\ 2 \ 2 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}.
\]  

(10.6)
Figure 10.4 shows the effects of $T_4$. It distorts the house figure, but not by just a rotation or scaling or shearing along the coordinate axes.

**Example 5: A degenerate (or singular) transformation** Let

$$T_5 : \mathbb{R}^2 \rightarrow \mathbb{R}^2 : \begin{bmatrix} x \\ y \end{bmatrix} \mapsto \begin{bmatrix} 1 & -1 \\ 2 & -2 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} x - y \\ 2x - 2y \end{bmatrix}. \quad (10.7)$$

Figure 10.5 shows why we call this transformation degenerate: Unlike the others, it collapses the whole two-dimensional plane down to a one-dimensional subspace, a line. There’s no longer a nice correspondence between points in the domain and points in the codomain: Certain points in the codomain no longer correspond to any point in the domain; others correspond to many points in the domain. Such a transformation is also called singular, as is the matrix defining it.

Those familiar with linear algebra will note that this is equivalent to saying that the determinant of $M_5 = \begin{bmatrix} 1 & -1 \\ 2 & -2 \end{bmatrix}$ is zero, or saying that its columns are linearly dependent.

### 10.3 Important Facts about Transformations

Here we’ll describe several properties of linear transformations from $\mathbb{R}^2$ to $\mathbb{R}^2$. These properties are important in part because they all generalize: They apply (in some form) to transformations from $\mathbb{R}^n$ to $\mathbb{R}^k$ for any $n$ and $k$. We’ll mostly be concerned with values of $n$ and $k$ between 1 and 4; in this section, we’ll concentrate on $n = k = 2$.

**10.3.1 Multiplication by a Matrix Is a Linear Transformation**

If $M$ is a $2 \times 2$ matrix, then the function $T_M$ defined by

$$T_M : \mathbb{R}^2 \rightarrow \mathbb{R}^2 : x \mapsto Mx \quad (10.8)$$

is linear. All five examples above demonstrate this.

For nondegenerate transformations, lines are sent to lines, as $T_1$ through $T_4$ show. For degenerate ones, a line may be sent to a single point. For instance, $T_5$ sends the line consisting of all vectors of the form $\begin{bmatrix} b \\ b \end{bmatrix}$ to the zero vector.

Because multiplication by a matrix $M$ is always a linear transformation, we’ll call $T_M$ the **transformation associated to the matrix** $M$.

**10.3.2 Multiplication by a Matrix Is the Only Linear Transformation**

In $\mathbb{R}^n$, it turns out that for every linear transform $T$, there’s a matrix $M$ with $T(x) = Mx$, which means that every linear transformation is a matrix transformation. We’ll see in Section 10.3.5 how to find $M$, given $T$, even if $T$ is expressed in some other way. This will show that the matrix $M$ is completely determined by the transformation $T$, and we can thus call it the **matrix associated to the transformation**.
As a special example, the matrix $I$, with ones on the diagonal and zeroes off the diagonal, is called the **identity matrix**; the associated transformation

$$T(x) = Ix$$  \hspace{1cm} (10.9)

is special: It’s the identity transformation that leaves every vector $x$ unchanged.

**Inline Exercise 10.7:** There is an identity matrix of every size: a $1 \times 1$ identity, a $2 \times 2$ identity, etc. Write out the first three.

### 10.3.3 Function Composition and Matrix Multiplication Are Related

If $M$ and $K$ are $2 \times 2$ matrices, then they define transformations $T_M$ and $T_K$. When we compose these, we get the transformation

$$T_M \circ T_K : \mathbb{R}^2 \to \mathbb{R}^2 : x \mapsto T_M(T_K(x)) = T_M(Kx)$$  \hspace{1cm} (10.10)

$$= M(Kx)$$  \hspace{1cm} (10.11)

$$= (MK)x$$  \hspace{1cm} (10.12)

$$= T_{MK}(x).$$  \hspace{1cm} (10.13)

In other words, the composed transformation is also a matrix transformation, with matrix $MK$. Note that when we write $T_M(T_K(x))$, the transformation $T_K$ is applied first. So, for example, if we look at the transformation $T_2 \circ T_3$, it first shears the house and then scales the result nonuniformly.

**Inline Exercise 10.8:** Describe the appearance of the house after transforming it by $T_1 \circ T_2$ and after transforming it by $T_2 \circ T_1$.

### 10.3.4 Matrix Inverse and Inverse Functions Are Related

A matrix $M$ is **invertible** if there’s a matrix $B$ with the property that $BM = MB = I$. If such a matrix exists, it’s denoted $M^{-1}$.

If $M$ is invertible and $S(x) = M^{-1}x$, then $S$ is the inverse function of $T_M$, that is,

$$S(T_M(x)) = x$$ \hspace{1cm} and \hspace{1cm} (10.14)

$$T_M(S(x)) = x.$$ \hspace{1cm} (10.15)

**Inline Exercise 10.9:** Using Equation 10.13, explain why Equation 10.15 holds.

If $M$ is not invertible, then $T_M$ has no inverse.

Let’s look at our examples. The matrix for $T_1$ has an inverse: Simply replace 30 by $-30$ in all the entries. The resultant transformation rotates clockwise by $30^\circ$; performing one rotation and then the other effectively does nothing (i.e., it is the identity transformation). The inverse for the matrix for $T_2$ is diagonal, with entries
The inverse of the matrix for $T_3$ is \[
\begin{bmatrix}
1 & -2 \\
0 & 1
\end{bmatrix}
\] (note the negative sign). The associated transformation also shears parallel to the x-axis, but vectors in the upper half-plane are moved to the left, which undoes the moving to the right done by $T_3$.

For these first three it was fairly easy to guess the inverse matrices, because we could understand how to invert the transformation. The inverse of the matrix for $T_4$ is
\[
\frac{1}{4} \begin{bmatrix}
2 & 1 \\
-2 & 1
\end{bmatrix},
\] (10.16)
which we computed using a general rule for inverses of $2 \times 2$ matrices (the only such rule worth memorizing):
\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}^{-1} = \frac{1}{ad-bc} \begin{bmatrix}
d & -b \\
-c & a
\end{bmatrix},
\] (10.17)

Finally, for $T_5$, the matrix has no inverse; if it did, the function $T_5$ would be invertible: It would be possible to identify, for each point in the codomain, a single point in the domain that’s sent there. But we’ve already seen this isn’t possible.

**Inline Exercise 10.10:** Apply the formula from Equation 10.17 to the matrix for $T_5$ to attempt to compute its inverse. What goes wrong?

### 10.3.5 Finding the Matrix for a Transformation

We’ve said that every linear transformation really is just multiplication by some matrix, but how do we find that matrix? Suppose, for instance, that we’d like to find a linear transformation to flip our house across the y-axis so that the house ends up on the left side of the y-axis. (Perhaps you can guess the transformation that does this, and the associated matrix, but we’ll work through the problem directly.)

The key idea is this: If we know where the transformation sends $e_1$ and $e_2$, we know the matrix. Why? We know that the transformation must have the form
\[
T \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix},
\] (10.18)
we just don’t know the values of $a, b, c,$ and $d$. Well, $T(e_1)$ is then
\[
T \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} a \\ c \end{bmatrix}.
\] (10.19)

Similarly, $T(e_2)$ is the vector $\begin{bmatrix} b \\ c \end{bmatrix}$. So knowing $T(e_1)$ and $T(e_2)$ tells us all the matrix entries. Applying this to the problem of flipping the house, we know that $T(e_1) = -e_1$, because we want a point on the positive x-axis to be sent to the corresponding point on the negative x-axis, so $a = -1$ and $c = 0$. On the other hand, $T(e_2) = e_2$, because every vector on the y-axis should be left untouched, so $b = 0$ and $d = 1$. Thus, the matrix for the house-flip transformation is just
\[
\begin{bmatrix}
-1 & 0 \\
0 & 1
\end{bmatrix}.
\] (10.20)
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Figure 10.6: Multiplication by the matrix \( M \) takes \( e_1 \) and \( e_2 \) to \( u_1 \) and \( u_2 \), respectively, so multiplying \( M^{-1} \) does the opposite. Multiplying by \( K \) takes \( e_1 \) and \( e_2 \) to \( v_1 \) and \( v_2 \), so multiplying first by \( M^{-1} \) and then by \( K \), that is, multiplying by \( KM^{-1} \), takes \( u_1 \) to \( e_1 \) to \( v_1 \), and similarly for \( u_2 \).

**Inline Exercise 10.11:**

(a) Find a matrix transformation sending \( e_1 \) to \( \begin{bmatrix} 0 \\ 4 \end{bmatrix} \) and \( e_2 \) to \( \begin{bmatrix} 1 \\ 1 \end{bmatrix} \).

(b) Use the relationship of matrix inverse to the inverse of a transform, and the formula for the inverse of a \( 2 \times 2 \) matrix, to find a transformation sending \( \begin{bmatrix} 0 \\ 4 \end{bmatrix} \) to \( e_1 \) and \( \begin{bmatrix} 1 \\ 1 \end{bmatrix} \) to \( e_2 \) as well.

As Inline Exercise 10.11 shows, we now have the tools to send the **standard basis vectors** \( e_1 \) and \( e_2 \) to any two vectors \( v_1 \) and \( v_2 \), and vice versa (provided that \( v_1 \) and \( v_2 \) are independent, that is, neither is a multiple of the other). We can combine this with the idea that composition of linear transformations (performing one after the other) corresponds to multiplication of matrices and thus create a solution to a rather general problem.

**Problem:** Given independent vectors \( u_1 \) and \( u_2 \) and any two vectors \( v_1 \) and \( v_2 \), find a linear transformation, in matrix form, that sends \( u_1 \) to \( v_1 \) and \( u_2 \) to \( v_2 \).

**Solution:** Let \( M \) be the matrix whose columns are \( u_1 \) and \( u_2 \). Then

\[
T : \mathbb{R}^2 \to \mathbb{R}^2 : \mathbf{x} \mapsto M\mathbf{x} \tag{10.21}
\]

sends \( e_1 \) to \( u_1 \) and \( e_2 \) to \( u_2 \) (see Figure 10.6). Therefore,

\[
S : \mathbb{R}^2 \to \mathbb{R}^2 : \mathbf{x} \mapsto M^{-1}\mathbf{x} \tag{10.22}
\]

sends \( u_1 \) to \( e_1 \) and \( u_2 \) to \( e_2 \).

Now let \( K \) be the matrix with columns \( v_1 \) and \( v_2 \). The transformation

\[
R : \mathbb{R}^2 \to \mathbb{R}^2 : \mathbf{x} \mapsto K\mathbf{x} \tag{10.23}
\]

sends \( e_1 \) to \( v_1 \) and \( e_2 \) to \( v_2 \).

If we apply first \( S \) and then \( R \) to \( u_1 \), it will be sent to \( e_1 \) (by \( S \)), and thence to \( v_1 \) by \( R \); a similar argument applies to \( u_2 \). Writing this in equations,

\[
R(S(\mathbf{x})) = R(M^{-1}\mathbf{x}) \tag{10.24}
\]

\[
= K(M^{-1}\mathbf{x}) \tag{10.25}
\]

\[
= (KM^{-1})\mathbf{x}. \tag{10.26}
\]
Thus, the matrix for the transformation sending the \( u \)'s to the \( v \)'s is just \( KM^{-1} \).

Let's make this concrete with an example. We'll find a matrix sending

\[
\begin{align*}
\mathbf{u}_1 &= \begin{bmatrix} 2 \\ 3 \end{bmatrix} \quad \text{and} \quad \mathbf{u}_2 &= \begin{bmatrix} 1 \\ -1 \end{bmatrix}
\end{align*}
\]  

(10.27)

to

\[
\begin{align*}
\mathbf{v}_1 &= \begin{bmatrix} 1 \\ 1 \end{bmatrix} \quad \text{and} \quad \mathbf{v}_2 &= \begin{bmatrix} 2 \\ -1 \end{bmatrix}
\end{align*}
\]  

(10.28)

respectively. Following the pattern above, the matrices \( M \) and \( K \) are

\[
\begin{align*}
M &= \begin{bmatrix} 2 & 1 \\ 3 & -1 \end{bmatrix} \\
K &= \begin{bmatrix} 1 & 2 \\ 1 & -1 \end{bmatrix}
\end{align*}
\]  

(10.29)

Using the matrix inversion formula (Equation 10.17), we find

\[
M^{-1} = \frac{-1}{5} \begin{bmatrix} -1 & -1 \\ -3 & 2 \end{bmatrix}
\]  

(10.31)

so that the matrix for the overall transformation is

\[
J = KM^{-1} = \begin{bmatrix} 1 & 2 \\ 1 & -1 \end{bmatrix} \cdot \frac{-1}{5} \begin{bmatrix} -1 & -1 \\ -3 & 2 \end{bmatrix}
\]  

(10.32)

\[
= \begin{bmatrix} 7/5 & -3/5 \\ -2/5 & 3/5 \end{bmatrix}
\]  

(10.33)

As you may have guessed, the kinds of transformations we used in WPF in Chapter 2 are internally represented as matrix transformations, and transformation groups are represented by sets of matrices that are multiplied together to generate the effect of the group.

**Inline Exercise 10.12:** Verify that the transformation associated to the matrix \( J \) in Equation 10.32 really does send \( u_1 \) to \( v_1 \) and \( u_2 \) to \( v_2 \).

**Inline Exercise 10.13:** Let \( u_1 = \begin{bmatrix} 1 \\ 3 \end{bmatrix} \) and \( u_2 = \begin{bmatrix} 1 \\ 4 \end{bmatrix} \); pick any two nonzero vectors you like as \( v_1 \) and \( v_2 \), and find the matrix transformation that sends each \( u \) to the corresponding \( v \).

The recipe above for building matrix transformations shows the following: 
Every linear transformation from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) is determined by its values on two independent vectors. In fact, this is a far more general property: Any linear transformation from \( \mathbb{R}^2 \) to \( \mathbb{R}^k \) is determined by its values on two independent vectors, and indeed, any linear transformation from \( \mathbb{R}^n \) to \( \mathbb{R}^k \) is determined by its values on \( n \) independent vectors (where to make sense of these, we need to extend our definition of “independence” to more than two vectors, which we’ll do presently).
10.3.6 Transformations and Coordinate Systems

We tend to think about linear transformations as moving points around, but leaving the origin fixed; we’ll often use them that way. Equally important, however, is their use in changing coordinate systems. If we have two coordinate systems on $\mathbb{R}^2$ with the same origin, as in Figure 10.7, then every arrow has coordinates in both the red and the blue systems. The two red coordinates can be written as a vector, as can the two blue coordinates. The vector $\mathbf{u}$, for instance, has coordinates $\begin{bmatrix} 3 \\ 2 \end{bmatrix}$ in the red system and approximately $\begin{bmatrix} -0.2 \\ 3.6 \end{bmatrix}$ in the blue system.

**Inline Exercise 10.14:** Use a ruler to find the coordinates of $\mathbf{r}$ and $\mathbf{s}$ in each of the two coordinate systems.

We could tabulate every imaginable arrow’s coordinates in the red and blue systems to convert from red to blue coordinates. But there is a far simpler way to achieve the same result. The conversion from red coordinates to blue coordinates is linear and can be expressed by a matrix transformation. In this example, the matrix is

$$M = \frac{1}{2} \begin{bmatrix} 1 & -\sqrt{3} \\ \sqrt{3} & 1 \end{bmatrix}.$$  (10.34)

Multiplying $M$ by the coordinates of $\mathbf{u}$ in the red system gets us

$$\mathbf{v} = Mu$$

$$= \frac{1}{2} \begin{bmatrix} 1 & -\sqrt{3} \\ \sqrt{3} & 1 \end{bmatrix} \begin{bmatrix} 3 \\ 2 \end{bmatrix}$$

$$= \frac{1}{2} \begin{bmatrix} 3 - 2\sqrt{3} \\ 3\sqrt{3} + 2 \end{bmatrix}$$

$$\approx \begin{bmatrix} -0.2 \\ 3.6 \end{bmatrix},$$

which is the coordinate vector for $\mathbf{u}$ in the blue system.

**Inline Exercise 10.15:** Confirm, for each of the other arrows in Figure 10.7, that the same transformation converts red to blue coordinates.

By the way, when creating this example we computed $M$ just as we did at the start of the preceding section: We found the blue coordinates of each of the two basis vectors for the red coordinate system, and used these as the columns of $M$.

In the special case where we want to go from the usual coordinates on a vector to its coordinates in some coordinate system with basis vectors $\mathbf{u}_1, \mathbf{u}_2$, which are unit vectors and mutually perpendicular, the transformation matrix is one whose rows are the transposes of $\mathbf{u}_1$ and $\mathbf{u}_2$.

For example, if $\mathbf{u}_1 = \begin{bmatrix} 3/5 \\ 4/5 \end{bmatrix}$ and $\mathbf{u}_2 = \begin{bmatrix} -4/5 \\ 3/5 \end{bmatrix}$ (check for yourself that these are unit length and perpendicular), then the vector $\mathbf{v} = \begin{bmatrix} 4 \\ 2 \end{bmatrix}$, expressed in $\mathbf{u}$-coordinates, is
\[
\begin{bmatrix}
\frac{3}{5} & \frac{4}{5} \\
-\frac{4}{5} & \frac{3}{5}
\end{bmatrix}
\begin{bmatrix}
4 \\
2
\end{bmatrix} =
\begin{bmatrix}
4 \\
-2
\end{bmatrix}.
\]

(10.39)

Verify for yourself that these really are the \(u\)-coordinates of \(v\), that is, that the vector \(v\) really is the same as \(4u_1 + (-2)u_2\).

### 10.3.7 Matrix Properties and the Singular Value Decomposition

Because matrices are so closely tied to linear transformations, and because linear transformations are so important in graphics, we’ll now briefly discuss some important properties of matrices.

First, **diagonal** matrices—ones with zeroes everywhere except on the diagonal, like the matrix \(M_2\) for the transformation \(T_2\)—correspond to remarkably simple transformations: They just scale up or down each axis by some amount (although if the amount is a negative number, the corresponding axis is also flipped). Because of this simplicity, we’ll try to understand other transformations in terms of these diagonal matrices.

Second, if the columns of the matrix \(M\) are \(v_1, v_2, \ldots, v_k \in \mathbb{R}^n\), and they are pairwise orthogonal unit vectors, then \(M^TM = I_k\), the \(k \times k\) identity matrix.

In the special case where \(k = n\), such a matrix is called **orthogonal**. If the determinant of the matrix is 1, then the matrix is said to be a **special orthogonal** matrix. In \(\mathbb{R}^2\), such a matrix must be a rotation matrix like the one in \(T_1\); in \(\mathbb{R}^3\), the transformation associated to such a matrix corresponds to rotation around some vector by some amount.\(^1\)

Less familiar to most students, but of enormous importance in much graphics research, is the **singular value decomposition (SVD)** of a matrix. Its existence says, informally, that if we have a transformation \(T\) represented by a matrix \(M\), and if we’re willing to use new coordinate systems on both the domain and codomain, then the transformation simply looks like a nonuniform (or possibly uniform) scaling transformation. We’ll briefly discuss this idea here, along with the application of the SVD to solving equations; the web materials for this chapter show the SVD for our example transformations and some further applications of the SVD.

The singular value decomposition theorem says this:

Every \(n \times k\) matrix \(M\) can be factored in the form

\[
M = U D V^T,
\]

(10.40)

where \(U\) is \(n \times r\) (where \(r = \min(n, k)\)) with orthonormal columns, \(D\) is \(r \times r\) diagonal (i.e., only entries of the form \(d_{ii}\) can be nonzero), and \(V\) is \(r \times k\) with orthonormal columns (see Figure 10.8).

By convention, the entries of \(D\) are required to be in nonincreasing order (i.e., \(|d_{1,1}| \geq |d_{2,2}| \geq |d_{3,3}| \ldots\) and are indicated by single subscripts (i.e., we write \(d_1\) instead of \(d_{1,1}\)). They are called the **singular values** of \(M\). It turns out that \(M\) is degenerate (i.e., singular) exactly if any singular value is 0. As a general

---

\(^1\) As we mentioned in Chapter 3, rotation about a vector in \(\mathbb{R}^3\) is better expressed as rotation *in a plane*, so instead of speaking about rotation about \(z\), we speak of rotation in the \(xy\)-plane. We can then say that any special orthogonal matrix in \(\mathbb{R}^3\) corresponds to a sequence of two rotations in two planes in 4-space.
10.3 Important Facts about Transformations

Figure 10.8: (a) An \( n \times k \) matrix, with \( n > k \), factors as a product of an \( n \times n \) matrix with orthonormal columns (indicated by the vertical stripes on the first rectangle), a diagonal \( k \times k \) matrix, and a \( k \times k \) matrix with orthonormal rows (indicated by the horizontal stripes), which we write as \( U D V^T \), where \( U \) and \( V \) have orthonormal columns. (b) An \( n \times k \) matrix with \( n < k \) is written as a similar product; note that the diagonal matrix in both cases is square, and its size is the smaller of \( n \) and \( k \).

guideline, if the ratio of the largest to the smallest singular values is very large (say, \( 10^6 \)), then numerical computations with the matrix are likely to be unstable.

**Inline Exercise 10.16:** The singular value decomposition is not unique. If we negate the first row of \( V^T \) and the first column of \( U \) in the SVD of a matrix \( M \), show that the result is still an SVD for \( M \).

In the special case where \( n = k \) (the one we most often encounter), the matrices \( U \) and \( V \) are both square and represent change-of-coordinate transformations in the domain and codomain. Thus, we can see the transformation

\[
T(x) = Mx
\]

as a sequence of three steps: (1) Multiplication by \( V^T \) converts \( x \) to \( v \)-coordinates; (2) multiplication by \( D \) amounts to a possibly nonuniform scaling along each axis; and (3) multiplication by \( U \) treats the resultant entries as coordinates in the \( u \)-coordinate system, which then are transformed back to standard coordinates.

### 10.3.8 Computing the SVD

How do we find \( U, D, \) and \( V \)? In general it’s relatively difficult, and we rely on numerical linear algebra packages to do it for us. Furthermore, the results are by no means unique: A single matrix may have multiple singular value decompositions. For instance, if \( S \) is any \( n \times n \) matrix with orthonormal columns, then

\[
I = SIS^T
\]

is one possible singular value decomposition of the identity matrix. Even though there are many possible SVDs, the singular values are the same for all decompositions.

The **rank** of the matrix \( M \), which is defined as the number of linearly independent columns, turns out to be exactly the number of nonzero singular values.

### 10.3.9 The SVD and Pseudoinverses

Again, in the special case where \( n = k \) so that \( U \) and \( V \) are square, it’s easy to compute \( M^{-1} \) if you know the SVD:

\[
M^{-1} = VD^{-1}U^T.
\]
where $D^{-1}$ is easy to compute—you simply invert all the elements of the diagonal. If one of these elements is zero, the matrix is singular and no such inverse exists; in this case, the pseudoinverse is also often useful. It’s defined as

$$M^\dag = VD^\dag U^T,$$  \hspace{1cm} (10.44)

where $D^\dag$ is just $D$ with every nonzero entry inverted (i.e., you try to invert the diagonal matrix $D$ by inverting diagonal elements, and every time you encounter a zero on the diagonal, you ignore it and simply write down 0 in the answer). The definition of the pseudoinverse makes sense even when $n \neq k$; the pseudoinverse can be used to solve “least squares” problems, which frequently arise in graphics.

The Pseudoinverse Theorem:

(a) If $M$ is an $n \times k$ matrix with $n > k$, the equation $Mx = b$ generally represents an overdetermined system of equations\(^2\) which may have no solution. The vector

$$x_0 = M^\dag b$$  \hspace{1cm} (10.45)

represents an optimal “solution” to this system, in the sense that $Mx_0$ is as close to $b$ as possible.

(b) If $M$ is an $n \times k$ matrix with $n < k$, and rank $n$, the equation $Mx = b$ represents an underdetermined system of equations.\(^3\) The vector

$$x_0 = M^\dag b$$  \hspace{1cm} (10.46)

represents an optimal solution to this system, in the sense that $x_0$ is the shortest vector satisfying $Mx = b$.

Here are examples of each of these cases.

Example 1: An overdetermined system

The system

$$\begin{bmatrix} 2 & 1 \\ 1 \end{bmatrix} [t] = \begin{bmatrix} 4 \\ 3 \end{bmatrix}$$  \hspace{1cm} (10.47)

has no solution: There’s simply no number $t$ with $2t = 4$ and $1t = 3$ (see Figure 10.9). But among all the multiples of $M = \begin{bmatrix} 2 \\ 1 \end{bmatrix}$, there is one that’s closest to the vector $b = \begin{bmatrix} 4 \\ 3 \end{bmatrix}$, namely $2.2 \begin{bmatrix} 2 \\ 1 \end{bmatrix} = \begin{bmatrix} 4.4 \\ 2.2 \end{bmatrix}$, as you can discover with elementary geometry. The theorem tells us we can compute this directly, however, using the pseudoinverse. The SVD and pseudoinverse of $M$ are

$$M = UDV^T = \left(\frac{1}{\sqrt{5}} \begin{bmatrix} 2 \\ 1 \end{bmatrix}\right) \left[\sqrt{5} \begin{bmatrix} 1 \\ 1 \end{bmatrix}\right]$$  \hspace{1cm} (10.48)

$$M^\dag = VD^\dag U = \begin{bmatrix} 1 \\ 1/\sqrt{5} \end{bmatrix} \left(\frac{1}{\sqrt{5}} \begin{bmatrix} 2 \\ 1 \end{bmatrix}\right)$$  \hspace{1cm} (10.49)

$$= \begin{bmatrix} 0.4 & 0.2 \end{bmatrix}.$$  \hspace{1cm} (10.50)

\(^2\) In other words, a situation like “five equations in three unknowns.”

\(^3\) That is, a situation like “three equations in five unknowns.”

Figure 10.9: The equations $t \begin{bmatrix} 2 \\ 1 \end{bmatrix} = \begin{bmatrix} 4 \\ 3 \end{bmatrix}$ have no common solution. But the multiples of the vector $\begin{bmatrix} 2 \\ 1 \end{bmatrix}^T$ form a line in the plane that passes by the point (4, 3), and there’s a point of this line (shown in a red circle on the topmost arrow) that’s as close to (4, 3) as possible.
And the solution guaranteed by the theorem is

\[ t = M^\dagger b = \begin{bmatrix} 0.4 & 0.2 \end{bmatrix} \begin{bmatrix} 4 \\ 3 \end{bmatrix} = 2.2. \]  

(10.51)

**Example 2: An underdetermined system**

The system

\[ \begin{bmatrix} 1 & 3 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = 4 \]  

(10.52)

has a great many solutions; any point \((x, y)\) on the line \(x + 3y = 4\) is a solution (see Figure 10.10). The solution that’s closest to the origin is the point on the line \(x + 3y = 4\) that’s as near to \((0, 0)\) as possible, which turns out to be \(x = 0.4; y = 1.2\). In this case, the matrix \(M\) is \([1 \ 3]\); its SVD and pseudoinverse are simply

\[ M = U D V^T = \begin{bmatrix} 1 \\ \sqrt{10} \end{bmatrix} \begin{bmatrix} 1/\sqrt{10} & 3/\sqrt{10} \end{bmatrix} \]  

and

\[ M^\dagger = V D^\dagger U = \begin{bmatrix} 1/\sqrt{10} \\ 3/\sqrt{10} \end{bmatrix} \begin{bmatrix} 1/\sqrt{10} \\ 1 \end{bmatrix} = \begin{bmatrix} 1/10 \\ 3/10 \end{bmatrix}. \]  

(10.53)

(10.54)

And the solution guaranteed by the theorem is

\[ M^\dagger b = \begin{bmatrix} 1/10 \\ 3/10 \end{bmatrix} \begin{bmatrix} 4 \end{bmatrix} = \begin{bmatrix} 0.4 \\ 1.2 \end{bmatrix}. \]  

(10.55)

Of course, this kind of computation is much more interesting in the case where the matrices are much larger, but all the essential characteristics are present even in these simple examples.

A particularly interesting example arises when we have, for instance, two polyhedral models (consisting of perhaps hundreds of vertices joined by triangular faces) that might be “essentially identical”: One might be just a translated, rotated, and scaled version of the other. In Section 10.4, we’ll see how to represent translation along with rotation and scaling in terms of matrix multiplication. We can determine whether the two models are in fact essentially identical by listing the coordinates of the first in the columns of a matrix \(V\) and the coordinates of the second in a matrix \(W\), and then seeking a matrix \(A\) with

\[ AV = W. \]  

(10.56)

This amounts to solving the “overconstrained system” problem; we find that \(A = V^\dagger W\) is the best possible solution. If, having computed \(A\), we find that

\[ AV = W, \]  

(10.57)

then the models are essentially identical; if the left and right sides differ, then the models are not essentially identical. (This entire approach depends, of course, on corresponding vertices of the two models being listed in the corresponding order; the more general problem is a lot more difficult.)

### 10.4 Translation

We now describe a way to apply linear transformations to generate translations, and at the same time give a nice model for the points-versus-vectors ideas we’ve espoused so far.
The idea is this: As our Euclidean plane (our set of points), we’ll take the plane $w = 1$ in $xwy$-space (see Figure 10.11). The use of $w$ here is in preparation for what we’ll do in 3-space, which is to consider the three-dimensional set defined by $w = 1$ in $xyz$-space.

Having done this, we can consider transformations that multiply such vectors by a $3 \times 3$ matrix $M$. The only problem is that the result of such a multiplication may not have a 1 as its last entry. We can restrict our attention to those that do:

$$\begin{bmatrix}
a & b & c \\
d & e & f \\
p & q & r
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
= 
\begin{bmatrix}
x' \\
y' \\
1
\end{bmatrix}.
$$

For this equation to hold for every $x$ and $y$, we must have $px + qy + r = 1$ for all $x, y$. This forces $p = q = 0$ and $r = 1$.

Thus, we’ll consider transformations of the form

$$\begin{bmatrix}
a & b & c \\
d & e & f \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
= 
\begin{bmatrix}
x + c \\
y + f \\
1
\end{bmatrix}.
$$

As long as we pay attention only to the $x$- and $y$-coordinates, this looks like a translation! We’ve added $c$ to each $x$-coordinate and $f$ to each $y$-coordinate (see Figure 10.12). Transformations like this, restricted to the plane $w = 1$, are called affine transformations of the plane. Affine transformations are the ones most often used in graphics.

On the other hand, if we make $c = f = 0$, then the third coordinate becomes irrelevant, and the upper-left $2 \times 2$ matrix can perform any of the operations we’ve seen up until now. Thus, with the simple trick of adding a third coordinate and requiring that it always be 1, we’ve managed to unify rotation, scaling, and all the other linear transformations with the new class of transformations, translations, to get the class of affine transformations.

10.5 Points and Vectors Again

Back in Chapter 7, we said that points and vectors could be combined in certain ways: The difference of points is a vector, a vector could be added to a point.
to get a new point, and more generally, affine combinations of points, that is, combinations of the form
\[ \alpha_1 P_1 + \alpha_2 P_2 + \ldots + \alpha_k P_k, \] (10.61)
were allowed if and only if \( \alpha_1 + \alpha_2 + \ldots + \alpha_k = 1. \)

We now have a situation in which these distinctions make sense in terms of familiar mathematics: We can regard points of the plane as being elements of \( \mathbb{R}^3 \) whose third coordinate is 1, and vectors as being elements of \( \mathbb{R}^3 \) whose third coordinate is 0.

With this convention, it’s clear that the difference of points is a vector, the sum of a vector and a point is a point, and combinations like the one in Equation 10.61 yield a point if and only if the sum of the coefficients is 1 (because the third coordinate of the result will be exactly the sum of the coefficients; for the sum to be a point, this third coordinate is required to be 1).

You may ask, “Why, when we’re already familiar with vectors in 3-space, should we bother calling some of them ‘points in the Euclidean plane’ and others ‘two-dimensional vectors’?” The answer is that the distinctions have geometric significance when we’re using this subset of 3-space as a model for 2D transformations. Adding vectors in 3-space is defined in linear algebra, but adding together two of our “points” gives a location in 3-space that’s not on the \( w = 1 \) plane or the \( w = 0 \) plane, so we don’t have a name for it at all.

Henceforth we’ll use \( E^2 \) (for “Euclidean two-dimensional space”) to denote this \( w = 1 \) plane in xyw-space, and we’ll write \((x,y)\) to mean the point of \( E^2 \) corresponding to the 3-space vector \( \begin{bmatrix} x \\ y \\ 1 \end{bmatrix} \). It’s conventional to speak of an affine transformation as acting on \( E^2 \), even though it’s defined by a \( 3 \times 3 \) matrix.

### 10.6 Why Use 3 × 3 Matrices Instead of a Matrix and a Vector?

Students sometimes wonder why they can’t just represent a linear transformation plus translation in the form
\[ T(x) = Mx + b, \] (10.62)
where the matrix \( M \) represents the linear part (rotating, scaling, and shearing) and \( b \) represents the translation.

First, you can do that, and it works just fine. You might save a tiny bit of storage (four numbers for the matrix and two for the vector, so six numbers instead of nine), but since our matrices always have two 0s and a 1 in the third column, we don’t really need to store that column anyhow, so it’s the same. Otherwise, there’s no important difference.

Second, the reason to unify the transformations into a single matrix is that it’s then very easy to take multiple transformations (each represented by a matrix) and compose them (perform one after another): We just multiply their matrices together in the right order to get the matrix for the composed transformation. You can do this in the matrix-and-vector formulation as well, but the programming is slightly messier and more error-prone.
There’s a third reason, however: It’ll soon become apparent that we can also work with triples whose third entry is neither 1 nor 0, and use the operation of *homogenization* (dividing by \( w \)) to convert these to points (i.e., triples with \( w = 1 \)), except when \( w = 0 \). This allows us to study even more transformations, one of which is central to the study of perspective, as we’ll see later.

The singular value decomposition provides the tool necessary to decompose not just linear transformations, but affine ones as well (i.e., combinations of linear transformations and translations).

### 10.7 Windowing Transformations

As an application of our new, richer set of transformations, let’s examine *windowing transformations*, which send one axis-aligned rectangle to another, as shown in Figure 10.13. (We already discussed this briefly in Chapter 3.)

We’ll first take a direct approach involving a little algebra. We’ll then examine a more automated approach.

We’ll need to do essentially the same thing to the first and second coordinates, so let’s look at how to transform the first coordinate only. We need to send \( u_1 \) to \( x_1 \) and \( u_2 \) to \( x_2 \). That means we need to scale up any coordinate *difference* by the factor \( \frac{x_2 - x_1}{u_2 - u_1} \). So our transformation for the first coordinate has the form

\[
t \mapsto \frac{x_2 - x_1}{u_2 - u_1} t + \text{something}.
\]  

(10.63)

If we apply this to \( t = u_1 \), we know that we want to get \( x_1 \); this leads to the equation

\[
\frac{x_2 - x_1}{u_2 - u_1} u_1 + \text{something} = x_1.
\]  

(10.64)

Solving for the missing offset gives

\[
x_1 - \frac{x_2 - x_1}{u_2 - u_1} u_1 = \frac{x_2 - x_1}{u_2 - u_1} u_1 - \frac{x_2 - x_1}{u_2 - u_1} u_1 = \frac{x_1 u_2 - x_1 u_1}{u_2 - u_1}.
\]  

(10.65)

\[
= \frac{x_1 u_2 - x_2 u_1}{u_2 - u_1}.
\]  

(10.66)

so that the transformation is

\[
t \mapsto \frac{x_2 - x_1}{u_2 - u_1} t + \frac{x_1 u_2 - x_2 u_1}{u_2 - u_1}.
\]  

(10.68)

Doing essentially the same thing for the \( v \) and \( y \) terms (i.e., the second coordinate) we get the transformation, which we can write in matrix form:

\[
T(x) = Mx,
\]  

(10.69)

where

\[
M = \begin{bmatrix}
\frac{x_2 - x_1}{u_2 - u_1} & 0 & \frac{x_1 u_2 - x_2 u_1}{u_2 - u_1} \\
0 & \frac{y_2 - y_1}{v_2 - v_1} & \frac{y_1 v_2 - y_2 v_1}{v_2 - v_1} \\
0 & 0 & 1
\end{bmatrix}.
\]  

(10.70)
10.8 Building 3D Transformations

Recall that in 2D we could send the vectors $e_1$ and $e_2$ to the vectors $v_1$ and $v_2$ by building a matrix $M$ whose columns were $v_1$ and $v_2$, and then use two such matrices (inverting one along the way) to send any two independent vectors $v_1$ and $v_2$ to any two vectors $w_1$ and $w_2$. We can do the same thing in 3-space: We can send the standard basis vectors $e_1, e_2,$ and $e_3$ to any three other vectors, just by using those vectors as the columns of a matrix. Let’s start by sending $e_1, e_2,$ and $e_3$ to three corners of our first rectangle—the two we’ve already specified and the lower-right one, at location $(u_2, v_1)$. The three vectors corresponding to these points are

$$
\begin{bmatrix}
u_1 \\
v_2 \\
1
\end{bmatrix},
\begin{bmatrix}
u_2 \\
v_1 \\
1
\end{bmatrix},
\text{ and }
\begin{bmatrix}
u_2 \\
v_1 \\
1
\end{bmatrix}.
$$

(10.71)

Because the three corners of the rectangle are not collinear, the three vectors are independent. Indeed, this is our definition of independence for vectors in $n$-space: Vectors $v_1, \ldots, v_k$ are independent if there’s no $(k-1)$-dimensional subspace containing them. In 3-space, for instance, three vectors are independent if there’s no plane through the origin containing all of them.

So the matrix

$$M_1 = \begin{bmatrix}
u_1 & u_2 & u_2 \\
v_1 & v_2 & v_1 \\
1 & 1 & 1
\end{bmatrix},
$$

(10.72)

which performs the desired transformation, will be invertible.

We can similarly build the matrix $M_2$, with the corresponding $x$s and $y$s in it. Finally, we can compute

$$M_2M_1^{-1},
$$

(10.73)

which will perform the desired transformation. For instance, the lower-left corner of the starting rectangle will be sent, by $M_1^{-1}$, to $e_1$ (because $M_1$ sent $e_1$ to the lower-left corner); multiplying $e_1$ by $M_2$ will send it to the lower-left corner of the target rectangle. A similar argument applies to all three corners. Indeed, if we compute the inverse algebraically and multiply out everything, we’ll once again arrive at the matrix given in Equation 10.7. But we don’t need to do so: We know that this must be the right matrix. Assuming we’re willing to use a matrix-inversion routine, there’s no need to think through anything more than “I want these three points to be sent to these three other points.”

Summary: Given any three noncollinear points $P_1, P_2, P_3$ in $E^2$, we can find a matrix transformation and send them to any three points $Q_1, Q_2, Q_3$ with the procedure above.
10.9 Another Example of Building a 2D Transformation

Suppose we want to find a $3 \times 3$ matrix transformation that rotates the entire plane $30^\circ$ counterclockwise around the point $P = (2, 4)$, as shown in Figure 10.14. As you’ll recall, WPF expresses this transformation via code like this:

```
<RotateTransform Angle="-30" CenterX="2" CenterY="4"/>
```

An implementer of WPF then must create a matrix like the one we’re about to build.

Here are two approaches.

First, we know how to rotate about the origin by $30^\circ$; we can use the transformation $T_1$ from the start of the chapter. So we can do our desired transformation in three steps (see Figure 10.15).

1. Move the point $(2, 4)$ to the origin.
2. Rotate by $30^\circ$.
3. Move the origin back to $(2, 4)$.

The matrix that moves the point $(2, 4)$ to the origin is

$$
\begin{bmatrix}
1 & 0 & -2 \\
0 & 1 & -4 \\
0 & 0 & 1
\end{bmatrix}.
$$

The one that moves it back is similar, except that the 2 and 4 are not negated. And the rotation matrix (expressed in our new $3 \times 3$ format) is

$$
\begin{bmatrix}
\cos 30^\circ & -\sin 30^\circ & 0 \\
\sin 30^\circ & \cos 30^\circ & 0 \\
0 & 0 & 1
\end{bmatrix}.
$$

The matrix representing the entire sequence of transformations is therefore

$$
\begin{bmatrix}
1 & 0 & 2 \\
0 & 1 & 4 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\cos 30^\circ & -\sin 30^\circ & 0 \\
\sin 30^\circ & \cos 30^\circ & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & -2 \\
0 & 1 & -4 \\
0 & 0 & 1
\end{bmatrix}.
$$

**Inline Exercise 10.18:** (a) Explain why this is the correct order in which to multiply the transformations to get the desired result.
(b) Verify that the point $(2, 4)$ is indeed left unmoved by multiplying $[2 \quad 4 \quad 1]^T$ by the sequence of matrices above.

The second approach is again more automatic: We find three points whose target locations we know, just as we did with the windowing transformation above. We’ll use $P = (2, 4)$, $Q = (3, 4)$ (the point one unit to the right of $P$), and $R = (2, 5)$ (the point one unit above $P$). We know that we want $P$ sent to $P$, $Q$ sent to $(2 + \cos 30^\circ, 4 + \sin 30^\circ)$, and $R$ sent to $(2 - \sin 30^\circ, 4 + \cos 30^\circ)$. (Draw a picture to convince yourself that these are correct). The matrix that achieves this is just
Both approaches are reasonably easy to work with.

There’s a third approach—a variation of the second—in which we specify where we want to send a point and two vectors, rather than three points. In this case, we might say that we want the point \( P \) to remain fixed, and the vectors \( \mathbf{e}_1 \) and \( \mathbf{e}_2 \) to go to

\[
\begin{bmatrix}
\cos 30^\circ \\
\sin 30^\circ \\
0
\end{bmatrix}
\text{ and }
\begin{bmatrix}
-\sin 30^\circ \\
\cos 30^\circ \\
0
\end{bmatrix},
\]  

respectively. In this case, instead of finding matrices that send the vectors \( \mathbf{e}_1, \mathbf{e}_2, \) and \( \mathbf{e}_3 \) to the desired three points, before and after, we find matrices that send those vectors to the desired point and two vectors, before and after. These matrices are

\[
\begin{bmatrix}
2 & 1 & 0 \\
4 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix}
\text{ and }
\begin{bmatrix}
2 & \cos 30^\circ & -\sin 30^\circ \\
4 & \sin 30^\circ & \cos 30^\circ \\
1 & 0 & 0
\end{bmatrix},
\]

so the overall matrix is

\[
\begin{bmatrix}
2 & \cos 30^\circ & -\sin 30^\circ \\
4 & \sin 30^\circ & \cos 30^\circ \\
1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
2 & 1 & 0 \\
1 & 0 & 0
\end{bmatrix}^{-1}.
\]

These general techniques can be applied to create any linear-plus-translation transformation of the \( w = 1 \) plane, but there are some specific ones that are good to know. Rotation in the \( xy \)-plane, by an amount \( \theta \) (rotating the positive \( x \)-axis toward the positive \( y \)-axis) is given by

\[
R_{xy}(\theta) = \begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

In some books and software packages, this is called rotation around \( z \); we prefer the term “rotation in the \( xy \)-plane” because it also indicates the direction of rotation (from \( x \), toward \( y \)). The other two standard rotations are

\[
R_{yz}(\theta) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta & -\sin \theta \\
0 & \sin \theta & \cos \theta
\end{bmatrix}
\]

and

\[
R_{zx}(\theta) = \begin{bmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{bmatrix};
\]

note that the last expression rotates \( z \) toward \( x \), and not the opposite. Using this naming convention helps keep the pattern of plusses and minuses symmetric.
10.10 Coordinate Frames

In 2D, a linear transformation is completely specified by its values on two independent vectors. An affine transformation (i.e., linear plus translation) is completely specified by its values on any three noncollinear points, or on any point and pair of independent vectors. A projective transformation on the plane (which we’ll discuss briefly in Section 10.13) is specified by its values on four points, no three collinear, or on other possible sets of points and vectors. These facts, and the corresponding ones for transformations on 3-space, are so important that we enshrine them in a principle:

✓ The Transformation Uniqueness Principle: For each class of transformations—linear, affine, and projective—and any corresponding coordinate frame, and any set of corresponding target elements, there’s a unique transformation mapping the frame elements to the corresponding elements in the target frame. If the target elements themselves constitute a frame, then the transformation is invertible.

To make sense of this, we need to define a coordinate frame. As a first example, a coordinate frame for linear transformations is just a “basis”: In two dimensions, that means “two linearly independent vectors in the plane.” The elements of the frame are the two vectors. So the principle says that if \( \mathbf{u} \) and \( \mathbf{v} \) are linearly independent vectors in the plane, and \( \mathbf{u}' \) and \( \mathbf{v}' \) are any two vectors, then there’s a unique linear transformation sending \( \mathbf{u} \) to \( \mathbf{u}' \) and \( \mathbf{v} \) to \( \mathbf{v}' \). It further says that if \( \mathbf{u}' \) and \( \mathbf{v}' \) are independent, then the transformation is invertible.

More generally, a coordinate frame is a set of geometric elements rich enough to uniquely characterize a transformation in some class. For linear transformations of the plane, a coordinate frame consists of two independent vectors in the plane, or of one point and two independent vectors, etc.

In cases where there are multiple kinds of coordinate frames, there’s always a way to convert between them. For 2D affine transformations, the three noncollinear points \( P, Q, \) and \( R \) can be converted to \( P, \mathbf{v}_1 = Q - P, \) and \( \mathbf{v}_2 = R - P; \) the conversion in the other direction is obvious. (It may not be obvious that the vectors \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are linearly independent. See Exercise 10.4.)

There’s a restricted use of “coordinate frame” for affine maps that has some advantages. Based on the notion that the origin and the unit vectors along the positive directions for each axis form a frame, we’ll say that a rigid coordinate frame for the plane is a triple \( (P, \mathbf{v}_1, \mathbf{v}_2) \), where \( P \) is a point and \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are perpendicular unit vectors with the rotation from \( \mathbf{v}_1 \) toward \( \mathbf{v}_2 \) being counterclockwise (i.e.,

with \[
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\mathbf{v}_1 = \mathbf{v}_2.
\] The corresponding definition for 3-space has one point and three mutually perpendicular unit vectors forming a right-hand coordinate system. Transforming one rigid coordinate frame \( (P, \mathbf{v}_1, \mathbf{v}_2) \) to another \( (Q, \mathbf{u}_1, \mathbf{u}_2) \) can always be effected by a sequence of transformation,

\[
T_Q \circ R \circ T_P^{-1},
\]

(10.84)

where \( T_P(A) = A + P \) is translation by \( P \), and similarly for \( T_Q \), and \( R \) is the rotation given by

\[
R = [\mathbf{u}_1; \mathbf{u}_2] \cdot [\mathbf{v}_1; \mathbf{v}_2]^T,
\]

(10.85)
where the semicolon indicates that \( u_1 \) is the first column of the first factor, etc.

The G3D library, which we use in examples in Chapters 12, 15, and 32, uses rigid coordinate frames extensively in modeling, encapsulating them in a class, CFrame.

## 10.11 Application: Rendering from a Scene Graph

We’ve discussed affine transformations on a two-dimensional affine space, and how, once we have a coordinate system and can represent points as triples, as in

\[
\mathbf{x} = [x \ y \ 1]^T,
\]

we can represent a transformation by a \( 3 \times 3 \) matrix \( \mathbf{M} \). We transform the point \( \mathbf{x} \) by multiplying it on the left by \( \mathbf{M} \) to get \( \mathbf{Mx} \). With this in mind, let’s return to the clock example of Chapter 2 and ask how we could start from a WPF description and convert it to an image, that is, how we’d do some of the work that WPF does. You’ll recall that the clock shown in Figure 10.16 was created in WPF with code like this,

```xml
<Canvas ...>
  <Ellipse
    Canvas.Left="-10.0" Canvas.Top="-10.0"
    Width="20.0" Height="20.0"
    Fill="lightgray" />
  <Control Name= "Hour Hand" .../>
  <Control Name= "Minute Hand" .../>
  <Canvas.RenderTransform>
    <TransformGroup>
      <ScaleTransform ScaleX="4.8" ScaleY="4.8" />
      <TranslateTransform X="48" Y="48" />
    </TransformGroup>
  </Canvas.RenderTransform>
</Canvas>
```

and the code for the minute hand is similar, the only differences being that ActualTimeHour is replaced by ActualTimeMinute and the scale by 1.7 in \( X \) and 0.7 in \( Y \) is omitted.

The ClockHandTemplate was a polygon defined by five points in the plane: \((-0.3, -1), (-0.2, 8), (0, 9), (0.2, 8), \) and \((0.3, -1) \) (see Figure 10.17).

We’re going to slightly modify this code so that the clock face and clock hands are both described in the same way, as polygons. We could create a polygonal version of the circular face by making a regular polygon with, say, 1000 vertices, but to keep the code simple and readable, we’ll make an octagonal approximation of a circle instead.
Now the code begins like this:

```xml
<Canvas ...
<Canvas.Resources>
<ControlTemplate x:Key="ClockHandTemplate">
<Polygon
  Points="-0.3,-1 -0.2,8 0,9 0.2,8 0.3,-1"
  Fill="Navy"/>
</ControlTemplate>
<ControlTemplate x:Key="CircleTemplate">
<Polygon
  Points="1,0 0.707,0.707 0,1 -.707,.707
  -1,0 -.707,-.707 0,-1 0.707,-.707"
  Fill="LightGray"/>
</ControlTemplate>
</Canvas.Resources>

This code defines the geometry that we’ll use to create the face and hands of the clock. With this change, the circular clock face will be defined by transforming a template “circle,” represented by eight evenly spaced points on the unit circle. This form of specification, although not idiomatic in WPF, is quite similar to scene specification in many other scene-graph packages.

The actual creation of the scene now includes building the clock face from the CircleTemplate, and building the hands as before.

```xml
<Control Name= "Face"
  Template="{StaticResource CircleTemplate}"
  <Control.RenderTransform>
  <ScaleTransform ScaleX="10" ScaleY="10" />
  </Control.RenderTransform>
</Control>

<Control Name= "MinuteHand"
  Template="{StaticResource ClockHandTemplate}"
  <Control.RenderTransform>
  <TransformGroup>
  <RotateTransform Angle= "180" />
  <RotateTransform x:Name="ActualTimeMinute" Angle="0" />
  </TransformGroup>
  </Control.RenderTransform>
</Control>

<Control Name= "HourHand" Template="{StaticResource ClockHandTemplate}"
  <Control.RenderTransform>
  <TransformGroup>
  <ScaleTransform ScaleX="1.7" ScaleY="0.7" />
  <RotateTransform Angle= "180" />
  <RotateTransform x:Name="ActualTimeHour"
    Angle= "0" />
  </TransformGroup>
  </Control.RenderTransform>
</Control>

All that remains is the transformation from Canvas to WPF coordinates, and the timers for the animation, which set the ActualTimeMinute and ActualTimeHour values.
As a starting point in transforming this scene description into an image, we’ll assume that we have a basic graphics library that, given an array of points representing a polygon, can draw that polygon. The points will be represented by a $3 \times k$ array of homogeneous coordinate triples, so the first column of the array will be the homogeneous coordinates of the first polygon point, etc.

We’ll now explain how we can go from something like the WPF description to a sequence of `drawPolygon` calls. First, let’s transform the XAML code into a tree structure, as shown in Figure 10.18, representing the scene graph (see Chapter 6).

We’ve drawn transformations as diamonds, geometry as blue boxes, and named parts as beige boxes. For the moment, we’ve omitted the matter of instantiating the `ClockHandTemplate` and pretended that we have two separate identical copies of the geometry for a clock hand. We’ve also drawn next to each transformation the matrix representation of the transformation. We’ve assumed that the angle in `ActualTimeHour` is $15^\circ$ (whose cosine and sine are approximately 0.96 and 0.26, respectively) and the angle in `ActualTimeMinutes` is $180^\circ$ (i.e., the clock is showing 12:30).

**Inline Exercise 10.19:** (a) Remembering that rotations in WPF are specified in degrees and that they rotate objects in a clockwise direction, check that the matrix given for the rotation of the hour hand by $15^\circ$ is correct.

(b) If you found that the matrix was wrong, recall that in WPF $x$ increases to the right and $y$ increases down. Does this change your answer? By the way, if you ran this program in WPF and debugged it and printed the matrix, you’d find the negative sign on the $(2, 1)$ entry instead of the $(1, 2)$ entry. That’s because WPF internally uses row vectors to represents points, and multiplies them by transformation matrices on the right.
The order of items in the tree is a little different from the textual order, but there’s a natural correspondence between the two. If you consider the hour hand and look at all transformations that occur in its associated render transform or in the render transform of anything containing it (i.e., the whole clock), those are exactly the transforms you encounter as you read from the leaf node corresponding to the hour hand up toward the root node.

**Inline Exercise 10.20:** Write down all transformations applied to the circle template that’s used as the clock face by reading the XAML program. Confirm that they’re the same ones you get by reading upward from the “Circle” box in Figure 10.18.

In the scene graph we’ve drawn, the transformation matrices are the most important elements. We’re now going to discuss how these matrices and the coordinates of the points in the geometry nodes interact.

Recall that there are two ways to think about transformations. The first is to say that the minute hand, for instance, has a rotation operation applied to each of its points, creating a new minute hand, which in turn has a translation applied to each point, creating yet another new minute hand, etc. The tip of the minute hand is at location (0, 9), once and for all. The tip of the rotated minute hand is somewhere else, and the tip of the translated and rotated minute hand is somewhere else again. It’s common to talk about all of these as if they were the same thing (“Now the tip of the minute hand is at (3, 17) . . .”), but that doesn’t really make sense—the tip of the minute hand cannot be in two different places.
The second view says that there are several different coordinate systems, and that the transformations tell you how to get from the tip’s coordinates in one system to its coordinates in another. We can then say things like, “The tip of the minute hand is at \((0, 9)\) in object space or object coordinates, but it’s at \((0, -9)\) in canvas coordinates.” Of course, the position in canvas coordinates depends on the amount by which the tip of the minute hand is rotated (we’ve assumed that the \(\text{ActualTimeMinute}\) rotation is 180°, so it has just undergone two 180° rotations). Similarly, the WPF coordinates for the tip of the minute hand are computed by further scaling each canvas coordinate by 4.8, and then adding 48 to each, resulting in WPF coordinates of \((48, 4.8)\).

The terms object space, world space, image space, and screen space are frequently used in graphics. They refer to the idea that a single point of some object (e.g., “Boston” on a texture-mapped globe) starts out as a point on a unit sphere (object space), gets transformed into the “world” that we’re going to render, eventually is projected onto an image plane, and finally is displayed on a screen. In some sense, all those points refer to the same thing. But each point has different coordinates. When we talk about a certain point “in world space” or “in image space,” we really mean that we’re working with the coordinates of the point in a coordinate system associated with that space. In image space, those coordinates may range from \(-1\) to 1 (or from 0 to 1 in some systems), while in screen space, they may range from 0 to 1024, and in object space, the coordinates are a triple of real numbers that are typically in the range \([-1, 1]\) for many standard objects like the sphere or cube.

For this example, we have seven coordinate systems, most indicated by pale green boxes. Starting at the top, there are WPF coordinates, the coordinates used by \texttt{drawPolygon()}. It’s possible that internally, \texttt{drawPolygon()} must convert to, say, pixel coordinates, but this conversion is hidden from us, and we won’t discuss it further. Beneath the WPF coordinates are canvas coordinates, and within the canvas are the clock-face coordinates, minute-hand coordinates, and hour-hand coordinates. Below this are the hand coordinates, the coordinate system in which the single prototype hand was created, and circle coordinates, in which the prototype octagonal circle approximation was created. Notice that in our model of the clock, the clock-face, minute-hand, and hour-hand coordinates all play similar roles: In the hierarchy of coordinate systems, they’re all children of the canvas coordinate system. It might also have been reasonable to make the minute-hand and hour-hand coordinate systems children of the clock-face coordinate system. The advantage of doing so would have been that translating the clock face would have translated the whole clock, making it easier to adjust the clock’s position on the canvas. Right now, adjusting the clock’s position on the canvas requires that we adjust three different translations, which we’d have to add to the face, the minute hand, and the hour hand.

We’re hoping to draw each shape with a \texttt{drawPolygon()} call, which takes an array of point coordinates as an argument. For this to make sense, we have to declare the coordinate system in which the point coordinates are valid. We’ll assume that \texttt{drawPolygon()} expects WPF coordinates. So when we want to tell it about the tip of the minute hand, we’ll need the numbers \((48, 4.8)\) rather than \((0, 9)\).
Here’s a strawman algorithm for converting a scene graph into a sequence of `drawPolygon()` calls. We’ll work with $3 \times k$ arrays of coordinates, because we’ll represent the point $(0, 9)$ as a homogeneous triple $(0, 9, 1)$, which we’ll write vertically as a column of the matrix that represents the geometry.

```plaintext
for each polygonal geometry element, g
    let v be the $3 \times k$ array of vertices of g
    let n be the parent node of g
    let M be the $3 \times 3$ identity matrix
    while (n is not the root)
        if n is a transformation with matrix S
            M = SM
        n = parent of n
    w = Mv
    drawPolygon(w)
```

As you can see, we multiply together several matrices, and then multiply the result (the composite transformation matrix) by the vertex coordinates to get the WPF coordinates for each polygon, which we then draw.

**Inline Exercise 10.21:**
(a) How many elementary operations are needed, approximately, to multiply a $3 \times 3$ matrix by a $3 \times k$ matrix?
(b) If $A$ and $B$ are $3 \times 3$ and $C$ is $3 \times 1000$, would you rather compute $(AB)C$ or $A(BC)$, where the parentheses are meant to indicate the order of calculations that you perform?
(c) In the code above, should we have multiplied the vertex coordinates by each matrix in turn, or was it wiser to accumulate the matrix product and only multiply by the vertex array at the end? Why?

If we hand-simulate the code in the clock example, the circle template coordinates are multiplied by the matrix

\[
\begin{bmatrix}
1 & 0 & 48 \\
0 & 1 & 48 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
4.8 & 0 & 0 \\
0 & 4.8 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
10 & 0 & 0 \\
0 & 10 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}.
\]  

(10.86)

The minute-hand template coordinates are multiplied by the matrix

\[
\begin{bmatrix}
1 & 0 & 48 \\
0 & 1 & 48 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
4.8 & 0 & 0 \\
0 & 4.8 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}.
\]  

(10.87)

And the hour-hand template coordinates are multiplied by the matrix

\[
\begin{bmatrix}
1 & 0 & 48 \\
0 & 1 & 48 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
4.8 & 0 & 0 \\
0 & 4.8 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
0.96 & -0.26 & 0 \\
0.26 & 0.96 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}.
\]  

(10.88)
Inline Exercise 10.22: Explain where each of the matrices for the minute hand arose.

Notice how much of this matrix multiplication is shared. We could have computed the product for the circle and reused it in each of the others, for instance. For a large scene graph, the overlap is often much greater. If there are 70 transformations applied to an object with only five or six vertices, the cost of multiplying matrices together far outweighs the cost of multiplying the composite matrix by the vertex coordinate array.

We can avoid duplicated work by revising our strawman algorithm. We perform a depth-first traversal of the scene graph, maintaining a stack of matrices as we do so. Each time we encounter a new transformation with matrix $M$, we multiply $M$ by the current transformation matrix $C$ (the one at the top of the stack) and push the result, $MC$, onto the stack. Each time our traversal rises up through a transformation node, we pop a matrix from the stack. The result is that whenever we encounter geometry (like the coordinates of the hand points, or of the ellipse points), we can multiply the coordinate array on the left by the current transformation to get the WPF coordinates of those points. In the pseudocode below, we assume that the scene graph is represented by a Scene class with a method that returns the root node of the graph, and that a transformation node has a matrix method that returns the matrix for the associated transformation, while a geometry node has a vertexCoordinateArray method that returns a $3 \times k$ array containing the homogeneous coordinates of the $k$ points in the polygon.

```cpp
void drawScene(Scene myScene)
    s = empty Stack
    s.push( 3 x 3 identity matrix )
    explore(myScene.rootNode(), s)

void explore(Node n, Stack& s)
    if n is a transformation node
        push n.matrix() * s.top() onto s
    else if n is a geometry node
        drawPolygon(s.top() * n.vertexCoordinateArray())
    foreach child k of n
        explore(k, s)
    if n is a transformation node
        pop top element from s
```

In some complex models, the cost of matrix multiplications can be enormous. If the same model is to be rendered over and over, and none of the transformations change (e.g., a model of a building in a driving-simulation game), it’s often worth it to use the algorithm above to create a list of polygons in world coordinates that can be redrawn for each frame, rather than reparsing the scene once per frame. This is sometimes referred to as prebaking or baking a model.

The algorithm above is the core of the standard one used for scene traversals in scene graphs. There are two important additions, however.

First, geometric transformations are not the only things stored in a scene graph—in some cases, attributes like color may be stored as well. In a simple
version, each geometry node has a color, and the `drawPolygon` procedure is passed both the vertex coordinate array and the color. In a more complex version, the color attribute may be set at some node in the graph, and that color is used for all the geometry “beneath” that node. In this latter form, we can keep track of the color with a parallel stack onto which colors are pushed as they’re encountered, just as transformations are pushed onto the transformation stack. The difference is that while transformations are multiplied by the previous composite transformation before being pushed on the stack, the colors, representing an absolute rather than a relative attribute, are pushed without being combined in any way with previous color settings. It’s easy to imagine a scene graph in which color-alteration nodes are allowed (e.g., “Lighten everything below this node by 20%”); in such a structure, the stack would have to accumulate color transformations. Unless the transformations are quite limited, there’s no obvious way to combine them except to treat them as a sequence of transformations; matrix transformations are rather special in this regard.

Second, we’ve studied an example in which the scene graph is a tree, but depth-first traversal actually makes sense in an arbitrary directed acyclic graph (DAG). And in fact, our clock model, in reality, is a DAG: The geometry for the two clock hands is shared by the hands (using a WPF `StaticResource`). During the depth-first traversal we arrive at the hand geometry twice, and thus render two different hands. For a more complex model (e.g., a scene full of identical robots) such repeated encounters with the same geometry may be very frequent: Each robot has two identical arms that refer to the same underlying arm model; each arm has three identical fingers that refer to the same underlying finger model, etc. It’s clear that in such a situation, there’s some lost effort in retraversal of the arm model. Doing some analysis of a scene graph to detect such retraversals and avoid them by prebaking can be a useful optimization, although in many of today’s graphics applications, scene traversal is only a tiny fraction of the cost, and lighting and shading computations (for 3D models) dominate. You should avoid optimizing the scene-traversal portions of your code until you’ve verified that they are the expensive part.

### 10.11.1 Coordinate Changes in Scene Graphs

Returning to the scene graph and the matrix products, the transformations applied to the minute hand to get WPF coordinates,

\[
\begin{bmatrix}
1 & 0 & 48 \\
0 & 1 & 48 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
4.8 & 0 & 0 \\
0 & 4.8 & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(10.89)

represent the transformation from minute-hand coordinates to WPF coordinates. To go from WPF coordinates to minute-hand coordinates, we need only apply the inverse transformation. Remembering that \((AB)^{-1} = B^{-1}A^{-1}\), this inverse transformation is

\[
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
1/4.8 & 0 & 0 \\
0 & 1/4.8 & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
1 & 0 & -48 \\
0 & 1 & -48 \\
0 & 0 & 1
\end{bmatrix}
\]

(10.90)

You can similarly find the coordinate transformation matrix to get from any one coordinate system in a scene graph to any other. Reading upward, you accumulate
the matrices you encounter, with the first matrix being farthest to the right; reading downward, you accumulate their inverses in the opposite order. When we build scene graphs in 3D, exactly the same rules apply.

For a 3D scene, there’s the description not only of the model, but also of how to transform points of the model into points on the display. This latter description is provided by specifying a camera. But even in 2D, there’s something closely analogous: The Canvas in which we created our clock model corresponds to the “world” of a 3D scene; the way that we transform this world to make it appear on the display (scale by (4.8, 4.8) and then translate by (48, 48)) corresponds to the viewing transformation performed by a 3D camera.

Typically the polygon coordinates (the ones we’ve placed in templates) are called modeling coordinates. Given the analogy to 3D, we can call the canvas coordinates world coordinates, while the WPF coordinates can be called image coordinates. These terms are all in common use when discussing 3D scene graphs.

As an exercise, let’s consider the tip of the hour hand; in modeling coordinates (i.e., in the clock-hand template) the tip is located at (0, 9). In the same way, the tip of the minute hand, in modeling coordinates, is at (0, 9). What are the Canvas coordinates of the tip of the hour hand? We must multiply (reading from leaf toward root) by all the transformation matrices from the hour-hand template up to the Canvas, resulting in

\[
\begin{bmatrix}
0.96 & -0.26 & 0 \\
0.26 & 0.96 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1.7 & 0 & 0 \\
0.7 & 0 & 9 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\]

where all coordinates have been rounded to two decimal places for clarity. The Canvas coordinates of the tip of the minute hand are

\[
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
9 \\
1 \\
1
\end{bmatrix}
\]

We can thus compute a vector from the hour hand’s tip to the minute hand’s tip by subtracting these two, getting \([-1.63, 15.08, 0]^T\). The result is the homogeneous-coordinate representation of the vector \([-1.63, 15.08]^T\) in Canvas coordinates.

Suppose that we wanted to know the direction from the tip of the minute hand to the tip of the hour hand in minute-hand coordinates. If we knew this direction, we could add, within the minute-hand part of the model, a small arrow that pointed toward the hour-hand. To find this direction vector, we need to know the coordinates of the tip of the hour hand in minute-hand coordinates. So we must go from hour-hand coordinates to minute-hand coordinates, which we can do by working up the tree from the hour hand to the Canvas, and then back down to the minute hand. The location of the hour-hand tip, in minute-hand coordinates, is given by

\[
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
9 \\
1 \\
1
\end{bmatrix}
\]

We can thus compute a vector from the hour hand’s tip to the minute hand’s tip by subtracting these two, getting \([-1.63, 15.08, 0]^T\). The result is the homogeneous-coordinate representation of the vector \([-1.63, 15.08]^T\) in Canvas coordinates.

Suppose that we wanted to know the direction from the tip of the minute hand to the tip of the hour hand in minute-hand coordinates. If we knew this direction, we could add, within the minute-hand part of the model, a small arrow that pointed toward the hour-hand. To find this direction vector, we need to know the coordinates of the tip of the hour hand in minute-hand coordinates. So we must go from hour-hand coordinates to minute-hand coordinates, which we can do by working up the tree from the hour hand to the Canvas, and then back down to the minute hand. The location of the hour-hand tip, in minute-hand coordinates, is given by
We subtract from this the coordinates, \((0, 9)\), of the tip of the minute hand (in the minute-hand coordinate system) to get a vector from the tip of the minute hand to the tip of the hour hand.

As a final exercise, suppose we wanted to create an animation of the clock in which someone has grabbed the minute hand and held it so that the rest of the clock spins around the minute hand. How could we do this?

Well, the reason the minute hand moves from its initial 12:00 position on the Canvas (i.e., its position after it has been rotated 180° the first time) is that a sequence of further transformations have been applied to it. This sequence is rather short: It’s just the varying rotation. If we apply the inverse of this varying rotation to each of the clock elements, we’ll get the desired result. Because we apply both the rotation and its inverse to the minute hand, we could delete both, but the structure is more readable if we retain them. We could also apply the inverse rotation as part of the Canvas’s render transform.

### Inline Exercise 10.23:
If we want to implement the second approach—inserting the inverse rotation in the Canvas’s render transform—should it appear (in the WPF code) before or after the scale-and-translate transforms that are already there? Try it!

### 10.12 Transforming Vectors and Covectors

We’ve agreed to say that the point \((x, y) \in E^2\) corresponds to the 3-space vector \([x \ y \ 1]^T\), and that the vector \([u \ v \ 0]^T\) corresponds to the 3-space vector \([u \ v \ 0]^T\). If we use a \(3 \times 3\) matrix \(M\) (with last row \([0 \ 0 \ 1]\)) to transform 3-space via

\[
T : \mathbb{R}^3 \rightarrow \mathbb{R}^3 : x \mapsto Mx,
\]

then the restriction of \(T\) to the \(w = 1\) plane has its image in \(E^2\) as well, so we can write

\[
(T|E^2) : E^2 \rightarrow E^2 : x \mapsto Mx.
\]

But we also noted above that we could regard \(T\) as transforming vectors, or displacements of two-dimensional Euclidean space, which are typically written with two coordinates but which we represent in the form \([u \ v \ 0]^T\). Because the last entry of such a “vector” is always 0, the last column of \(M\) has no effect on how vectors are transformed. Instead of computing
we could equally well compute
\[
\begin{bmatrix}
m_{1,1} & m_{1,2} & 0 \\
m_{2,1} & m_{2,2} & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u \\
v \\
0
\end{bmatrix},
\] (10.98)

and the result would have a 0 in the third place. In fact, we could transform such vectors directly as two-coordinate vectors, by simply computing
\[
\begin{bmatrix}
m_{1,1} & m_{1,2} \\
m_{2,1} & m_{2,2}
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix}.
\] (10.99)

For this reason, it’s sometimes said for an affine transformation of the Euclidean plane represented by multiplication by a matrix \( M \) that the associated transformation of vectors is represented by
\[
\overline{M} = \begin{bmatrix} m_{1,1} & m_{1,2} \\
m_{2,1} & m_{2,2} \end{bmatrix}.
\] (10.100)

What about covectors? Recall that a typical covector could be written in the form
\[
\phi_w : \mathbb{R}^2 \to \mathbb{R}^2 : v \mapsto w \cdot v,
\] (10.101)

where \( w \) was some vector in \( \mathbb{R}^2 \). We’d like to transform \( \phi_w \) in a way that’s consistent with \( T \). Figure 10.19 shows why: We often build a geometric model of some shape and compute all the normal vectors to the shape. Suppose that \( n \) is one such surface normal. We then place that shape into 3-space by applying some “modeling transformation” \( T_M \) to it, and we’d like to know the normal vectors to that transformed shape so that we can do things like compute the angle between a light-ray \( v \) and that surface normal. If we call the transformed surface normal \( m \),
we want to compute $v \cdot m$. How is $m$ related to the surface normal $n$ of the original model?

The original surface normal $n$ was defined by the property that it was orthogonal to every vector $u$ that was tangent to the surface. The new normal vector $m$ must be orthogonal to all the transformed tangent vectors, which are tangent to the transformed surface. In other words, we need to have

$$ m \cdot \overrightarrow{Mu} = 0 $$

(10.102)

for every tangent vector $u$ to the surface. In fact, we can go further. For any vector $u$, we’d like to have

$$ m \cdot \overrightarrow{Mu} = n \cdot u, $$

(10.103)

that is, we’d like to be sure that the angle between an untransformed vector and $n$ is the same as the angle between a transformed vector and $m$.

Before working through this, let’s look at a couple of examples. In the case of the transformation $T_1$, the vector perpendicular to the bottom side of the house (we’ll use this as our vector $n$) should be transformed so that it’s still perpendicular to the bottom of the transformed house. This is achieved by rotating it by $30^\circ$ (see Figure 10.20).

If we just translate the house, then $n$ again should be transformed just the way we transform ordinary vectors, that is, not at all.

But what about when we shear the house, as with example transformation $T_3$? The associated vector transformation is still a shearing transformation; it takes a vertical vector and tilts it! But the vector $n$, if it’s to remain perpendicular to the bottom of the house, must not be changed at all (see Figure 10.21). So, in this case, we see the necessity of transforming covectors differently from vectors.

Let’s write down, once again, what we want. We’re looking for a vector $m$ that satisfies

$$ m \cdot (\overrightarrow{Mu}) = n \cdot u $$

(10.104)

for every possible vector $v$. To make the algebra more obvious, let’s swap the order of the vectors and say that we want

$$ (\overrightarrow{Mu}) \cdot m = u \cdot n. $$

(10.105)

Recalling that $a \cdot b$ can be written $a^T b$, we can rewrite this as

$$ (\overrightarrow{Mu})^T m = u^T n. $$

(10.106)

Remembering that $(AB)^T = A^T B^T$, and then simplifying, we get

$$ (\overrightarrow{Mu})^T m = u^T n $$

(10.107)

$$ (u^T \overrightarrow{M}^T) m = u^T n $$

(10.108)

$$ u^T (\overrightarrow{M}^T m) = u^T n. $$

(10.109)

where the last step follows from the associativity of matrix multiplication. This last equality is of the form $u \cdot a = u \cdot b$ for all $u$. Such an equality holds if and only if $a = b$, that is, if and only if

$$ \overrightarrow{M}^T m = n, $$

(10.110)
so

\[ \mathbf{m} = (\mathbf{M}^T)^{-1} \mathbf{n}, \]  

(10.111)

where we are assuming that \( \mathbf{M} \) is invertible.

We can therefore conclude that the covector \( \phi_n \) transforms to the covector \( \phi_{(\mathbf{M}^T)^{-1} \mathbf{n}} \). For this reason, the inverse transpose is sometimes referred to as the **covector transformation** or (because of its frequent application to normal vectors) the **normal transform**. Note that if we choose to write covectors as row vectors, then the transpose is not needed, but we have to multiply the row vector on the right by \( \mathbf{M}^{-1} \).

The normal transform, in its natural mathematical setting, goes in the opposite direction: It takes a normal vector in the codomain of \( T_M \) and produces one in the domain; the matrix for this **adjoint transformation** is \( \mathbf{M}^T \). Because we need to use it in the other direction, we end up with an inverse as well.

Taking our shearing transformation, \( T_3 \), as an example, when written in \( xyw \)-space the matrix \( \mathbf{M} \) for the transformation is

\[
\begin{bmatrix}
1 & 2 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

(10.112)

and hence \( \mathbf{M} \) is

\[
\begin{bmatrix}
1 & 2 \\
0 & 1
\end{bmatrix},
\]

(10.113)

while the normal transform is

\[
(\mathbf{M}^{-1})^T = \begin{bmatrix} 1 & -2 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ -2 & 1 \end{bmatrix}.
\]

(10.114)

Hence the covector \( \phi_n \), where \( \mathbf{n} = \begin{bmatrix} 2 \\ 1 \end{bmatrix} \), for example, becomes the covector \( \phi_{\mathbf{m}} \), where \( \mathbf{m} = \begin{bmatrix} 1 & 0 \\ -2 & 1 \end{bmatrix} \mathbf{n} = \begin{bmatrix} 2 \\ -3 \end{bmatrix} \).

**Inline Exercise 10.24:**

(a) Find an equation (in coordinates, not vector form) for a line passing through the point \( P = (1, 1) \), with normal vector \( \mathbf{n} = \begin{bmatrix} 2 \\ 1 \end{bmatrix} \).

(b) Find a second point \( Q \) on this line. (c) Find \( P' = T_3(P) \) and \( Q' = T_3(Q) \), and a coordinate equation of the line joining \( P' \) and \( Q' \). (d) Verify that the normal to this second line is in fact proportional to \( \mathbf{m} = \begin{bmatrix} 2 \\ -3 \end{bmatrix} \), confirming that the normal transform really did properly transform the normal vector to this line.

**Inline Exercise 10.25:** We assumed that the matrix \( \mathbf{M} \) was invertible when we computed the normal transform. Give an intuitive explanation of why, if \( \mathbf{M} \) is degenerate (i.e., not invertible), it’s impossible to define a normal transform. Hint: Suppose that \( \mathbf{u} \), in the discussion above, is sent to \( \mathbf{0} \) by \( \mathbf{M} \), but that \( \mathbf{u} \cdot \mathbf{n} \) is nonzero.
10.12.1 Transforming Parametric Lines

All the transformations of the $w = 1$ plane we’ve looked at share the property that they send lines into lines. But more than that is true: They send parametric lines to parametric lines, by which we mean that if $\ell$ is the parametric line $\ell = \{ P + tv : t \in \mathbb{R} \}$, and $Q = P + v$ (i.e., $\ell$ starts at $P$ and reaches $Q$ at $t = 1$), and $T$ is the transformation $T(v) = Mv$, then $T(\ell)$ is the line

$$T(\ell) = \{ T(P) + t(T(Q) - T(P)) : t \in \mathbb{R} \},$$

and in fact, the point at parameter $t$ in $\ell$ (namely $P + t(Q - P)$) is sent by $T$ to the point at parameter $t$ in $T(\ell)$ (namely $T(P) + t(T(Q) - T(P))$).

This means that for the transformations we’ve considered so far, transforming the plane commutes with forming affine or linear combinations, so you can either transform and then average a set of points, or average and then transform, for instance.

10.13 More General Transformations

Let’s look at one final transform, $T$, which is a prototype for transforms we’ll use when we study projections and cameras in 3D. All the essential ideas occur in 2D, so we’ll look at this transformation carefully. The matrix $M$ for the transformation $T$ is

$$M = \begin{bmatrix} 2 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}.$$  

(10.116)

It’s easy to see that $T_M$ doesn’t transform the $w = 1$ plane into the $w = 1$ plane.

**Inline Exercise 10.26:** Compute $T(\begin{bmatrix} 0 & 1 \end{bmatrix}^T)$ and verify that the result is not in the $w = 1$ plane.

Figure 10.22 shows the $w = 1$ plane in blue and the transformed $w = 1$ plane in gray. To make the transformation $T$ useful to us in our study of the $w = 1$ plane, we need to take the points of the gray plane and “return” them to the blue plane somehow. To do so, we introduce a new function, $H$, defined by

$$H : \mathbb{R}^3 - \begin{bmatrix} x \\ y \\ 0 \end{bmatrix} : x, y, w \in \mathbb{R} \rightarrow \mathbb{R}^3 : \begin{bmatrix} x \\ y \\ w \end{bmatrix} \mapsto \begin{bmatrix} x/w \\ y/w \\ 1 \end{bmatrix}.$$  

(10.117)

Figure 10.23 show how the analogous function in two dimensions sends every point except those on the $w = 0$ line to the line $w = 1$: For a typical point $P$, we connect $P$ to the origin $O$ with a line and see where this line meets the $w = 1$ plane. Notice that even a point in the negative-$w$ half-space on the same line gets sent to the same location on the $w = 1$ line. This connect-and-intersect operation isn’t defined, of course, for points on the $x$-axis, because the line connecting them to the origin is the axis itself, which never meets the $w = 1$ line. $H$ is often called homogenization in graphics.
With $H$ in hand, we’ll define a new transformation on the $w = 1$ plane by

$$S(v) = H(T_M(v)).$$

(10.118)

This definition has a serious problem: As you can see from Figure 10.22, some points in the image of $T$ are in the $w = 0$ plane, on which $H$ is not defined so that $S$ cannot be defined there. For now, we’ll ignore this and simply not apply $S$ to any such points.

**Inline Exercise 10.27:** Find all points $v = [x \ y \ 1]^T$ of the $w = 1$ plane such that the $w$-coordinate of $T_M(v)$ is 0. These are the points on which $S$ is undefined.

The transformation $S$, defined by multiplication by the matrix $M$, followed by homogenization, is called a **projective transformation**. Notice that if we followed either a linear or affine transformation with homogenization, the homogenization would have no effect. Thus, we have three nested classes of transformations: linear, affine (which includes linear and translation and combinations of them), and projective (which includes affine and transformations like $S$).

Figure 10.24 shows several objects in the $w = 1$ plane, drawn as seen looking down the $w$-axis, with the $y$-axis, on which $S$ is undefined, shown in pale green. Figure 10.25 shows these objects after $S$ has been applied to them. Evidently, $S$ takes lines to lines, mostly: A line segment like the blue one in the figure that meets the $y$-axis in the segment’s interior turns into two rays, but the two rays both lie in the same line. We say that the line $y = 0$ has been “sent to infinity.” The red vertical line at $x = 1$ in Figure 10.24 transforms into the red vertical line at $x = 0$ in Figure 10.25. And every ray through the origin in Figure 10.24 turns into a horizontal line in Figure 10.25. We can say even more: Suppose that $P_1$ denotes radial projection onto the $x = 1$ line in Figure 10.24, while $P_2$ denotes horizontal projection onto the $z = 0$ line in Figure 10.25. Then

$$S(P_1(X)) = P_2(S(X))$$

(10.119)

for any point $X$ that’s not on the $y$-axis. In other words, $S$ converts radial projection into parallel projection. In Chapter 13 we’ll see exactly the same trick in 3-space: We’ll convert radial projection toward the eye into parallel projection. This is useful because in parallel projection, it’s really easy to tell when one object obscures another by just comparing “depth” values!

Let’s look at how $S$ transforms a **parameterized** line. Consider the line $\ell$ starting at a point $P$ and passing through a point $Q$ when $t = 1$,

$$\ell(t) = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} + t \begin{bmatrix} 2 \\ 1 \\ 0 \end{bmatrix} \tag{10.120}$$

where $P = [1 \ 0 \ 1]^T$ and $Q = [3 \ 1 \ 1]^T$ so that in the $w = 1$ plane, the line starts at $(x, y) = (1, 0)$ when $t = 0$ and goes to the right and slightly upward, arriving at $(x, y) = (3, 1)$ when $t = 1$ (see Figure 10.26).
The function $T$ transforms this to the line $\ell'$ that starts at $T(P) = [1 \ 0 \ 1]^T$ when $t = 0$ and arrives at $T(Q) = [5 \ 1 \ 3]^T$ when $t = 1$, and whose equation is

$$\ell'(t) = [1 \ 0 \ 1] + t [4 \ 1 \ 2]$$

(10.122)

$$= T(P) + t(T(Q) - T(P)).$$

(10.123)

Figure 10.27 shows the line in 3-space, after transformation by $T_M$; the point spacing remains constant.

We know that this is the parametric equation of the line, because every linear transformation transforms parametric lines to parametric lines. But when we apply $H$, something interesting happens. Because the function $H$ is not linear, the parametric line is not transformed to a parametric line. The point $\ell'(t) = [1 + 4t \ t \ 1 + 2t]^T$ is sent to

$$m(t) = \begin{bmatrix} (1 + 4t)/(1 + 2t) \\ t/(1 + 2t) \\ 1 \end{bmatrix}$$

(10.124)

$$= \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} + \frac{t}{1 + 2t} \begin{bmatrix} 2 \\ 1 \\ 0 \end{bmatrix}$$

(10.125)

Equation 10.125 has almost the form of a parametric line, but the coefficient of the direction vector, which is proportional to $S(Q) - S(P)$, has the form

$$\frac{at + b}{ct + d},$$

(10.126)

which is called a fractional linear transformation of $t$. This nonstandard form is of serious importance in practice: It tells us that if we interpolate a value at the midpoint $M$ of $P$ and $Q$, for instance, from the values at $P$ and $Q$, and then transform all three points by $S$, then $S(M)$ will generally not be at the midpoint of $S(P)$ and $S(Q)$, so the interpolated value will not be the correct one to use if we need post-transformation interpolation. Figure 10.28 shows how the equally spaced points in the domain have become unevenly spaced after the projective transformation.

In other words, transformation by $S$ and interpolation are not commuting operations. When we apply a transformation that includes the homogenization operation $H$, we cannot assume that interpolation will give the same results pre- and post-transformation. Fortunately, there’s a solution to this problem (see Section 15.6.4).

**Inline Exercise 10.28:** (a) Show that if $n$ and $f$ are distinct nonzero numbers, the transformation defined by the matrix

$$\mathbf{N} = \begin{bmatrix} f/n & 0 & fn \\ f-n & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix},$$

(10.127)

when followed by homogenization, sends the line $x = 0$ to infinity, the line $x = n$ to $x = 0$, and the line $x = f$ to $x = 1$.

(b) Figure out how to modify the matrix to send $x = f$ to $x = -1$ instead.
Inline Exercise 10.29: (a) Show that if $T$ is any linear transformation on $\mathbb{R}^3$, then for any nonzero $\alpha \in \mathbb{R}$ and any vector $v \in \mathbb{R}^3$, $H(T(\alpha v)) = H(T(v))$.
(b) Show that if $K$ is any matrix, then $H(T_K(v)) = H(T_{\alpha K}(v))$ as well.
(c) Conclude that in a sequence of matrix operations in which there’s an $H$ at the end, matrix scale doesn’t matter, that is, you can multiply a matrix by any nonzero constant without changing the end result.

Suppose we have a matrix transformation on 3-space given by $T(v) = Kv$, and $T$ is nondegenerate (i.e., $T(v) = 0$ only when $v = 0$). Then $T$ takes lines through the origin to lines through the origin, because if $v \neq 0$ is any nonzero vector, then $\{\alpha v : \alpha \in \mathbb{R}\}$ is the line through the origin containing $v$, and when we transform this, we get $\{\alpha T(v) : \alpha \in \mathbb{R}\}$, which is the line through the origin containing $T(v)$. Thus, rather than thinking of the transformation $T$ as moving around points in $\mathbb{R}^3$, we can think of it as acting on the set of lines through the origin. By intersecting each line through the origin with the $w = 1$ plane, we can regard $T$ as acting on the $w = 1$ plane, but with a slight problem: A line through the origin in 3-space that meets the $w = 1$ plane may be transformed to one that does not (i.e., a horizontal line), and vice versa. So using the $w = 1$ plane to “understand” the lines-to-lines version of the transformation $T$ is a little confusing.

The idea of considering linear transformations as transformations on the set of lines through the origin is central to the field of projective geometry. An understanding of projective geometry can lead to a deeper understanding of the transformations we use in graphics, but is by no means essential. Hartshorne [Har09] provides an excellent introduction for the student who has studied abstract algebra.

Transformations of the $w = 1$ plane like the ones we’ve been looking at in this section, consisting of an arbitrary matrix transformation on $\mathbb{R}^3$ followed by $H$, are called projective transformations. The class of projective transformations includes all the more basic operations like translation, rotation, and scaling of the plane (i.e., affine transformations of the plane), but include many others as well. Just as with linear and affine transformations, there’s a uniqueness theorem: If $P$, $Q$, $R$, and $S$ are four points of the plane, no three collinear, then there’s exactly one projective transformation sending these points to $(0, 0)$, $(1, 0)$, $(0, 1)$, and $(1, 1)$, respectively. (Note that this one transformation might be described by two different matrices. For example, if $K$ is the matrix of a projective transformation $S$, then $2K$ defines exactly the same transformation.)

For all the affine transformations we discussed in earlier sections, we’ve determined an associated transformation of vectors and of normal vectors. For projective transformations, this process is messier. Under the projective transformation shown in Figures 10.24 and 10.25, we can consider the top and bottom edges of the tan rectangle as vectors that point in the same direction. After the transformation, you can see that they have been transformed to point in different directions. There’s no single “vector” transformation to apply. If we have a vector $v$ starting at the point $P$, we have to apply “the vector transformation at $P$” to $v$ to find out where it will go. The same idea applies to normal vectors: There’s a different
normal transformation at every point. In both cases, it’s the function $H$ that leads to problems. The “vector” transformation for any function $U$ is, in general, the derivative $DU$. In the case of a matrix transformation $T_M$ that’s being applied only to points of the $w = 1$ plane, the “vectors” lying in that plane all have $w = 0$, and so the matrix used to transform these vectors can have its third column set to be all zeroes (or can be just written as a $2 \times 2$ matrix operating on vectors with two entries), as we have seen earlier. But since

$$S = H \circ T_M,$$

we have (using the multivariable chain rule)

$$DS(P) = DH(T_M(P)) \cdot DT_M(P).$$

Now, since $H(\begin{bmatrix} x \\ y \\ w \end{bmatrix}) = \begin{bmatrix} x/w \\ y/w \\ 1 \end{bmatrix}$, we know that

$$DH(\begin{bmatrix} x \\ y \\ w \end{bmatrix}) = \begin{bmatrix} 1/w & 0 & -x/w^2 \\ 0 & 1/w & -y/w^2 \\ 0 & 0 & 0 \end{bmatrix}$$

$$= \frac{1}{w^2} \begin{bmatrix} w & 0 & -x \\ 0 & w & -y \\ 0 & 0 & 0 \end{bmatrix}$$ (10.130)

and

$$DT_M(P) = M = \begin{bmatrix} 2 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}. $$ (10.132)

So, if $P = [x, y, 1]$ is a point of the $w = 1$ plane and $v = \begin{bmatrix} s \\ t \\ 0 \end{bmatrix}$ is a vector in that plane, then $S(P) = \begin{bmatrix} 2x - 1 \\ y \\ x \end{bmatrix}$ and

$$DS(P)(v) = DH(\begin{bmatrix} 2x - 1 \\ y \\ x \end{bmatrix}) \cdot DT(P)v = \begin{bmatrix} s \\ t \\ 0 \end{bmatrix}$$ (10.133)

$$= \frac{1}{x^2} \begin{bmatrix} x & 0 & -(2x + 1) \\ 0 & x & -y \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 2 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} s \\ t \\ 0 \end{bmatrix}$$ (10.134)

$$= \frac{1}{x^2} \begin{bmatrix} -1 & 0 & -x \\ -y & x & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} s \\ t \\ 0 \end{bmatrix} = \begin{bmatrix} -s/x^2 \\ (tx - xy)/x^2 \\ 0 \end{bmatrix}. $$ (10.135)

Evidently, the “vector” transformation depends on the point $(x, y, 1)$ at which it’s applied. The normal transform, being the inverse transpose of the vector transform, has the same dependence on the point of application.
10.14 Transformations versus Interpolation

When you rotate a book on your desk by 30° counterclockwise, the book is rotated by each intermediate amount between zero and 30°. But when we “rotate” the house in our diagram by 30°, we simply compute the final position of each point of the house. In no sense has it passed through any intermediate positions. In the more extreme case of rotation by 180°, the resultant transformation is exactly the same as the “uniform scale by −1” transformation. And in the case of rotation by 360°, the resultant transformation is the identity.

This reflects a limitation in modeling. The use of matrix transformations to model transformations of ordinary objects captures only the relationship between initial and final positions, and not the means by which the object got from the initial to the final position.

Much of the time, this distinction is unimportant: We want to put an object into a particular pose, so we apply some sequence of transformations to it (or its parts). But sometimes it can be quite significant: We might instead want to show the object being transformed from its initial state to its final state. An easy, but rarely useful, approach is to linearly interpolate each point of the object from its initial to its final position. If we do this for the “rotation by 180°” example, at the halfway point the entire object is collapsed to a single point; if we do it from the “rotation by 360°” example, the object never appears to move at all! The problem is that what we really want is to find interpolated versions of our descriptions of the transformation rather than of the transformations themselves. (Thus, to go from the initial state to “rotated by 360” we’d apply “rotate by s” to the initial state, for each value of s from 0 to 360.)

But sometimes students confuse a transformation like “multiplication by the identity matrix” with the way it was specified, “rotate by 360°,” and they can be frustrated with the impossibility of “dividing by two” to get a rotation by 180°, for instance. This is particularly annoying when one has access only to the matrix form of the transformation, rather than the initial specification; in that case, as the examples show, there’s no hope for a general solution to the problem of “doing a transformation partway.” On the other hand, there is a solution that often gives reasonable results in practice, especially for the problem of interpolating two rather similar transformations (e.g., interpolating between rotating by 20° and rotating by 30°), which often arises. We’ll discuss this in Chapter 11.

10.15 Discussion and Further Reading

We’ve introduced three classes of basic transformations: linear, which you’ve already encountered in linear algebra; affine, which includes translations and can be seen as a subset of the linear transformations in xyw-space, restricted to the w = 1 plane; and projective, which arises from general linear transformations on xyw-space, restricted to the w = 1 plane and then followed by the homogenization operation that divides through by w. We’ve shown how to represent each kind of transformation by matrix multiplication, but we urge you to separate the idea of a transformation from the matrix that represents it.

For each category, there’s a theorem about uniqueness: A linear transformation on the plane is determined by its values on two independent vectors; an affine transformation is determined by its values on any three noncollinear points;
a projective transformation is determined by its values on any four points, no three of which are collinear. In the next chapter we’ll see analogous results for 3-space, and in the following one we’ll see how to use these theorems to build a library for representing transformations so that you don’t have to spend a lot of time building individual matrices.

Even though matrices are not as easy for humans to interpret as “This transformation sends the points \( A, B, \) and \( C \) to \( A', B', \) and \( C' \),” the matrix representation of a transformation is very valuable, mostly because composition of transformations is equivalent to multiplication of matrices; performing a complex sequence of transformations on many points can be converted to multiplying the points’ coordinates by a single matrix.

### 10.16 Exercises

**Exercise 10.1:** Use the 2D test bed to write a program to demonstrate windowing transforms. The user should click and drag two rectangles, and you should compute the transform between them. Subsequent clicks by the user within the first rectangle should be shown as small dots, and the corresponding locations in the second rectangle should also be shown as dots. Provide a Clear button to let the user restart.

**Exercise 10.2:** Multiply \( M = \begin{bmatrix} a & c \\ b & d \end{bmatrix} \) by the expression given in Equation 10.17 for its inverse to verify that the product really is the identity.

**Exercise 10.3:** Suppose that \( M \) is an \( n \times n \) square matrix with SVD \( M = UDV^T \).

(a) Why is \( VTV \) the identity?
(b) Let \( i \) be any number from 1 to \( n \). What is \( V^Tv_i \), where \( v_i \) denotes the \( i \)th column of \( V \)? Hint: Use part (a).
(c) What’s \( DV^Tv_i \)?
(d) What’s \( Mv_i \) in terms of \( u_i \) and \( d_i \), the \( i \)th diagonal entry of \( D \)?
(e) Let \( M' = d_1u_1v_1^T + \ldots + d_nu_nv_n^T \). Show that \( M'v_i = d_iu_i \).
(f) Explain why \( v_i, i = 1, \ldots, n \) are linearly independent, and thus span \( R^n \).
(g) Conclude that \( w \mapsto Mw \) and \( w \mapsto M'w \) agree on \( n \) linearly independent vectors, and hence must be the same linear transformation of \( R^n \).
(h) Conclude that \( M' = M \). Thus, the singular-value decomposition proves the theorem that every matrix can be written as a sum of outer products (i.e., matrices of the form \( vw^T \)).

**Exercise 10.4:** (a) If \( P, Q, \) and \( R \) are noncollinear points in the plane, show that \( Q - P \) and \( R - P \) are linearly independent vectors.
(b) If \( v_1 \) and \( v_2 \) are linearly independent points in the plane, and \( A \) is any point in the plane, show that \( A, B = A + v_1 \) and \( C = A + v_2 \) are noncollinear points. This shows that the two kinds of affine frames are equivalent.
(c) Two forms of an affine frame in 3-space are (i) four points, no three coplanar, and (ii) one point and three linearly independent vectors. Show how to convert from one to the other, and also describe a third possible version (Three points and one vector? Two points and two vectors? You choose!) and show its equivalence as well.

**Exercise 10.5:** We said that if the columns of the matrix \( M \) are \( v_1, v_2, \ldots, v_k \in R^n \), and they are pairwise orthogonal unit vectors, then \( M^TM = I_k \), the \( k \times k \) identity matrix.
(a) Explain why, in this situation, $k \leq n$.
(b) Prove the claim that $M^T M = I_k$.

Exercise 10.6: An image (i.e., an array of grayscale values between 0 and 1, say) can be thought of as a large matrix, $M$ (indeed, this is how we usually represent images in our programs). Use a linear algebra library to compute the SVD $M = UDV^T$ of some image $M$. According to the decomposition theorem described in Exercise 10.3, this describes the image as a sum of outer products of many vectors. If we replace the last 90% of the diagonal entries of $D$ with zeroes to get a new matrix $D'$, then the product $M' = UD'V$ deletes 90% of the terms in this sum of outer products. In doing so, however, it deletes the smallest 90% of the terms. Display $M'$ and compare it to $M$. Experiment with values other than 90%. At what level do the two images become indistinguishable? You may encounter values less than 0 and greater than 1 during the process described in this exercise. You should simply clamp these values to the interval $[0, 1]$.

Exercise 10.7: The rank of a matrix is the number of linearly independent columns of the matrix.
(a) Explain why the outer product of two nonzero vectors always has rank one.
(b) The decomposition theorem described in Exercise 10.3 expresses a matrix $M$ as a sum of rank one matrices. Explain why the sum of the first $p$ such outer products has rank $p$ (assuming $d_1, d_2, \ldots, d_p \neq 0$). In fact, this sum $M_p$ is the rank $p$ matrix that’s closest to $M$, in the sense that the sum of the squares of the entries of $M - M_p$ is as small as possible. (You need not prove this.)

Exercise 10.8: Suppose that $T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is a linear transformation represented by the $2 \times 2$ matrix $M$, that is, $T(x) = Mx$. Let $K = \max_{x \in S^1} ||T(x)||^2$, that is, $K$ is the maximum squared length of all unit vectors transformed by $M$.
(a) If the SVD of $M$ is $M = UDV^T$, show that $K = d_1^2$.
(b) What is the minimum squared length among all such vectors, in terms of $D$?
(c) Generalize to $\mathbb{R}^3$.

Exercise 10.9: Show that three distinct points $P, Q,$ and $R$ in the Euclidean plane are collinear if and only if the corresponding vectors ($v_P = \begin{bmatrix} P_x \\ P_y \end{bmatrix}$, etc.) are linearly dependent, by showing that if $\alpha_P v_P + \alpha_Q v_Q + \alpha_R v_R = 0$ with not all the $\alpha$s being 0, then
(a) none of the $\alpha$s are 0, and
(b) the point $Q$ is an affine combination of $P$ and $R$; in particular, $Q = -\frac{\alpha_R}{\alpha_Q} P - \frac{\alpha_Q}{\alpha_R} R$, so $Q$ must lie on the line between $P$ and $R$.
(c) Argue why dependence and collinearity are trivially the same if two or more of the points $P$, $Q$, and $R$ are identical.

Exercise 10.10: It’s good to be able to recognize the transformation represented by a matrix by looking at the matrix; for instance, it’s easy to recognize a $3 \times 3$ matrix that represents a translation in homogeneous coordinates: Its last row is $\begin{bmatrix} 0 & 0 & 1 \end{bmatrix}$ and its upper-left $2 \times 2$ block is the identity. Given a $3 \times 3$ matrix representing a transformation in homogeneous coordinates,
(a) how can you tell whether the transformation is affine or not?
(b) How can you tell whether the transformation is linear or not?
(c) How can you tell whether it represents a rotation about the origin?
(d) How can you tell if it represents a uniform scale?

Exercise 10.11: Suppose we have a linear transformation $T : \mathbb{R}^2 \rightarrow \mathbb{R}^2$, and two coordinate systems with bases $\{u_1, u_2\}$ and $\{v_1, v_2\}$; all four basis vectors are
unit vectors, \( \mathbf{u}_2 \) is 90° counterclockwise from \( \mathbf{u}_1 \), and similarly \( \mathbf{v}_2 \) is 90° counterclockwise from \( \mathbf{v}_1 \). You can write down the matrix \( \mathbf{M}_u \) for \( T \) in the \( u \)-coordinate system and the matrix \( \mathbf{M}_v \) for \( T \) in the \( v \)-coordinate system.

(a) If \( \mathbf{M}_u \) is a rotation matrix
\[
\begin{bmatrix}
\cos \theta & \sin \theta \\
\sin \theta & \cos \theta \\
\end{bmatrix}
\]
what can you say about \( \mathbf{M}_v \)?

(b) If \( \mathbf{M}_u \) is a uniform scaling matrix, that is, a multiple of the identity, what can you say about \( \mathbf{M}_v \)?

(c) If \( \mathbf{M}_u \) is a nonuniform scaling matrix of the form
\[
\begin{bmatrix}
a & 0 \\
0 & b \\
\end{bmatrix}
\]
with \( a \neq b \), what can you say about \( \mathbf{M}_v \)?
Chapter 15
Ray Casting and Rasterization

15.1 Introduction

Previous chapters considered modeling and interacting with 2D and 3D scenes using an underlying renderer provided by WPF. Now we focus on writing our own physically based 3D renderer.

Rendering is integration. To compute an image, we need to compute how much light arrives at each pixel of the image sensor inside a virtual camera. Photons transport the light energy, so we need to simulate the physics of the photons in a scene. However, we can’t possibly simulate all of the photons, so we need to sample a few of them and generalize from those to estimate the integrated arriving light. Thus, one might also say that rendering is sampling. We’ll tie this integration notion of sampling to the alternative probability notion of sampling presently.

In this chapter, we look at two strategies for sampling the amount of light transported along a ray that arrives at the image plane. These strategies are called ray casting and rasterization. We’ll build software renderers using each of them. We’ll also build a third renderer using a hardware rasterization API. All three renderers can be used to sample the light transported to a point from a specific direction. A point and direction define a ray, so in graphics jargon, such sampling is typically referred to as “sampling along a ray,” or simply “sampling a ray.”

There are many interesting rays along which to sample transport, and the methods in this chapter generalize to all of them. However, here we focus specifically on sampling rays within a cone whose apex is at a point light source or a pinhole camera aperture. The techniques within these strategies can also be modified and combined in interesting ways. Thus, the essential idea of this chapter is that rather than facing a choice between distinct strategies, you stand to gain a set of tools that you can modify and apply to any rendering problem. We emphasize two aspects in the presentation: the principle of sampling as a mathematical tool and the practical details that arise in implementing real renderers.
Of course, we’ll take many chapters to resolve the theoretical and practical issues raised here. Since graphics is an active field, some issues will not be thoroughly resolved even by the end of the book. In the spirit of servicing both principles and practice, we present some ideas first with pseudocode and mathematics and then second in actual compilable code. Although minimal, that code follows reasonable software engineering practices, such as data abstraction, to stay true to the feel of a real renderer. If you create your own programs from these pieces (which you should) and add the minor elements that are left as exercises, then you will have three working renderers at the end of the chapter. Those will serve as a scalable code base for your implementation of other algorithms presented in this book.

The three renderers we build will be simple enough to let you quickly understand and implement them in one or two programming sessions each. By the end of the chapter, we’ll clean them up and generalize the designs. This generality will allow us to incorporate changes for representing complex scenes and the data structures necessary for scaling performance to render those scenes.

We assume that throughout the subsequent rendering chapters you are implementing each technique as an extension to one of the renderers that began in this chapter. As you do, we recommend that you adopt two good software engineering practices.

1. Make a copy of the renderer before changing it (this copy becomes the reference renderer).
2. Compare the image result after a change to the preceding, reference result.

Techniques that enhance performance should generally not reduce image quality. Techniques that enhance simulation accuracy should produce noticeable and measurable improvements. By comparing the “before” and “after” rendering performance and image quality, you can verify that your changes were implemented correctly.

Comparison begins right in this chapter. We’ll consider three rendering strategies here, but all should generate identical results. We’ll also generalize each strategy’s implementation once we’ve sketched it out. When debugging your own implementations of these, consider how incorrectly mismatched results between programs indicate potential underlying program errors. This is yet another instance of the Visual Debugging principle.

15.2 High-Level Design Overview

We start with a high-level design in this section. We’ll then pause to address the practical issues of our programming infrastructure before reducing that high-level design to the specific sampling strategies.

15.2.1 Scattering

Light that enters the camera and is measured arrives from points on surfaces in the scene that either scattered or emitted the light. Those points lie along the rays that we choose to sample for our measurement. Specifically, the points casting light into the camera are the intersections in the scene of rays, whose origins are points on the image plane, that passed through the camera’s aperture.
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To keep things simple, we assume a pinhole camera with a virtual image plane in front of the center of projection, and an instantaneous exposure. This means that there will be no blur in the image due to defocus or motion. Of course, an image with a truly zero-area aperture and zero-time exposure would capture zero photons, so we take the common graphics approximation of estimating the result of a small aperture and exposure from the limiting case, which is conveniently possible in simulation, albeit not in reality.

We also assume that the virtual sensor pixels form a regular square grid and estimate the value that an individual pixel would measure using a single sample at the center of that pixel’s square footprint. Under these assumptions, our sampling rays are the ones with origins at the center of projection (i.e., the pinhole) and directions through each of the sensor-pixel centers.\footnote{For the advanced reader, we acknowledge Alvy Ray Smith’s “a pixel is not a little square”—that is, no sample is useful without its reconstruction filter—but contend that Smith was so successful at clarifying this issue that today “sample” now is properly used to describe the point-sample data to which Smith referred, and “pixel” now is used to refer to a “little square area” of a display or sensor, whose value may be estimated from samples. We’ll generally use “sensor pixel” or “display pixel” to mean the physical entity and “pixel” for the rectangular area on the image plane.}

Finally, to keep things simple we chose a coordinate frame in which the center of projection is at the origin and the camera is looking along the negative $z$-axis. We’ll also refer to the center of projection as the eye. See Section 15.3.3 for a formal description and Figure 15.1 for a diagram of this configuration.

The light that arrived at a specific sensor pixel from a scene point $P$ came from some direction. For example, the direction from the brightest light source in the scene provided a lot of light. But not all light arrived from the brightest source. There may have been other light sources in the scene that were dimmer. There was also probably a lot of light that previously scattered at other points and arrived at $P$ indirectly. This tells us two things. First, we ultimately have to consider all possible directions from which light may have arrived at $P$ to generate a correct image. Second, if we are willing to accept some sampling error, then we can select a finite number of discrete directions to sample. Furthermore, we can...
probably rank the importance of those directions, at least for lights, and choose a subset that is likely to minimize sampling error.

**Inline Exercise 15.1:** We don’t expect you to have perfect answers to these, but we want you to think about them now to help develop intuition for this problem: What kind of errors could arise from sampling a finite number of directions? What makes them errors? What might be good sampling strategies? How do the notions of expected value and variance from statistics apply here? What about statistical independence and bias?

Let’s start by considering all possible directions for incoming light in pseudocode and then return to the ranking of discrete directions when we later need to implement directional sampling concretely.

To consider the points and directions that affect the image, our program has to look something like Listing 15.1.

```
Listing 15.1: High-level rendering structure.

for each visible point \( P \) with direction \( \mathbf{w}_0 \) from it to pixel center \((x, y)\):
    \( \text{sum} = 0 \)
    for each incident light direction \( \mathbf{w}_i \) at \( P \):
        \( \text{sum} += \text{light scattered at} \ P \text{ from} \ \mathbf{w}_i \text{ to} \ \mathbf{w}_0 \)
    pixel\([x, y]\) = \text{sum}
```

### 15.2.2 Visible Points

Now we devise a strategy for representing points in the scene, finding those that are visible and scattering the light incident on them to the camera.

For the scene representation, we’ll work within some of the common rendering approximations described in Chapter 14. None of these are so fundamental as to prevent us from later replacing them with more accurate models.

Assume that we only need to model surfaces that form the boundaries of objects. “Object” is a subjective term; a **surface** is technically the interface between volumes with homogeneous physical properties. Some of these objects are what everyday language recognizes as such, like a block of wood or the water in a pool. Others are not what we are accustomed to considering as objects, such as air or a vacuum.

We’ll model these surfaces as triangle meshes. We ignore the surrounding medium of air and assume that all the meshes are closed so that from the outside of an object one can never see the inside. This allows us to consider only single-sided triangles. We choose the convention that the vertices of a triangular face, seen from the outside of the object, are in counterclockwise order around the face. To approximate the shading of a smooth surface using this triangle mesh, we model the surface normal at a point on a triangle pointing in the direction of the barycentric interpolation of prespecified normal vectors at its vertices. These normals only affect shading, so silhouettes of objects will still appear polygonal.

Chapter 27 explores how surfaces scatter light in great detail. For simplicity, we begin by assuming all surfaces scatter incoming light equally in all directions, in a sense that we’ll make precise presently. This kind of scattering is called Lambertian, as you saw in Chapter 6, so we’re rendering a Lambertian surface. The
color of a surface is determined by the relative amount of light scattered at each wavelength, which we represent with a familiar RGB triple.

This surface mesh representation describes all the potentially visible points at the set of locations \( \{P\} \). To render a given pixel, we must determine which potentially visible points project to the center of that pixel. We then need to select the scene point closest to the camera. That point is the actually visible point for the pixel center. The radiance—a measure of light that’s defined precisely in Section 26.7.2, and usually denoted with the letter \( L \)—arriving from that point and passing through the pixel is proportional to the light incident on the point and the point’s reflectivity.

To find the nearest potentially visible point, we first convert the outer loop of Listing 15.1 (see the next section) into an iteration over both pixel centers (which correspond to rays) and triangles (which correspond to surfaces). A common way to accomplish this is to replace “for each visible point” with two nested loops, one over the pixel centers and one over the triangles. Either can be on the outside. Our choice of which is the new outermost loop has significant structural implications for the rest of the renderer.

### 15.2.3 Ray Casting: Pixels First

**Listing 15.2: Ray-casting pseudocode.**

```plaintext
for each pixel position \((x, y)\):
    let \( R \) be the ray through \((x, y)\) from the eye
    for each triangle \( T \):
        let \( P \) be the intersection of \( R \) and \( T \) (if any)
        \( \text{sum} = 0 \)
        for each direction:
            \( \text{sum} += ... \)
        if \( P \) is closer than previous intersections at this pixel:
            \( \text{pixel}[x, y] = \text{sum} \)
```

Consider the strategy where the outermost loop is over pixel centers, shown in Listing 15.2. This strategy is called ray casting because it creates one ray per pixel and casts it at every surface. It generalizes to an algorithm called ray tracing, in which the innermost loop recursively casts rays at each direction, but let’s set that aside for the moment.

Ray casting lets us process each pixel to completion independently. This suggests parallel processing of pixels to increase performance. It also encourages us to keep the entire scene in memory, since we don’t know which triangles we’ll need at each pixel. The structure suggests an elegant way of eventually processing the aforementioned indirect light: Cast more rays from the innermost loop.

### 15.2.4 Rasterization: Triangles First

Now consider the strategy where the outermost loop is over triangles shown in Listing 15.3. This strategy is called rasterization, because the inner loop is typically implemented by marching along the rows of the image, which are called rasters. We could choose to march along columns as well. The choice of rows is historical and has to do with how televisions were originally constructed. Cathode ray tube (CRT) displays scanned an image from left to right, top to bottom, the way that English text is read on a page. This is now a widespread convention:
Unless there is an explicit reason to do otherwise, images are stored in row-major order, where the element corresponding to 2D position \((x, y)\) is stored at index \((x + y \times \text{width})\) in the array.

**Listing 15.3: Rasterization pseudocode; \(O\) denotes the origin, or eyepoint.**

```plaintext
for each pixel position \((x, y)\):
  closest\([x, y]\) = \(\infty\)

for each triangle \(T\):
  for each pixel position \((x, y)\):
    let \(R\) be the ray through \((x, y)\) from the eye
    let \(P\) be the intersection of \(R\) and \(T\)
    if \(P\) exists:
      \(\text{sum} = 0\)
      for each direction:
        \(\text{sum} += \ldots\)
      if the distance to \(P\) is less than closest\([x, y]\):
        pixel\([x, y]\) = sum
        closest\([x, y]\) = \(|P - O|\)
```

Rasterization allows us to process each triangle to completion independently.\(^2\) This has several implications. It means that we can render much larger scenes than we can hold in memory, because we only need space for one triangle at a time. It suggests triangles as the level of parallelism. The properties of a triangle can be maintained in registers or cache to avoid memory traffic, and only one triangle needs to be memory-resident at a time. Because we consider adjacent pixels consecutively for a given triangle, we can approximate derivatives of arbitrary expressions across the surface of a triangle by finite differences between pixels. This is particularly useful when we later become more sophisticated about sampling strategies because it allows us to adapt our sampling rate to the rate at which an underlying function is changing in screen space.

Note that the conditional on line 12 in Listing 15.3 refers to the closest previous intersection at a pixel. Because that intersection was from a different triangle, that value must be stored in a 2D array that is parallel to the image. This array did not appear in our original pseudocode or the ray-casting design. Because we now touch each pixel many times, we must maintain a data structure for each pixel that helps us resolve visibility between visits. Only two distances are needed for comparison: the distance to the current point and to the previously closest point. We don’t care about points that have been previously considered but are farther away than the closest, because they are hidden behind the closest point and can’t affect the image. The closest array stores the distance to the previously closest point at each pixel. It is called a **depth buffer** or a **z-buffer**. Because computing the distance to a point is potentially expensive, depth buffers are often implemented to encode some other value that has the same comparison properties as distance along a ray. Common choices are \(-z_p\), the \(z\)-coordinate of the point \(P\), and \(-1/z_p\). Recall that the camera is facing along the negative \(z\)-axis, so these are related to distance from the \(z = 0\) plane in which the camera sits.

---

\(^2\) If you’re worried that to process one triangle we have to loop through all the pixels in the image, even though the triangle does not cover most of them, then your worries are well founded. See Section 15.6.2 for a better strategy. We’re starting this way to keep the code as nearly parallel to the ray-casting structure as possible.
For now we’ll use the more intuitive choice of distance from $P$ to the origin, $|P - O|$.

The depth buffer has the same dimensions as the image, so it consumes a potentially significant amount of memory. It must also be accessed atomically under a parallel implementation, so it is a potentially slow synchronization point. Chapter 36 describes alternative algorithms for resolving visibility under rasterization that avoid these drawbacks. However, depth buffers are by far the most widely used method today. They are extremely efficient in practice and have predictable performance characteristics. They also offer advantages beyond the sampling process. For example, the known depth at each pixel at the end of 3D rendering yields a “2.5D” result that enables compositing of multiple render passes and post-processing filters, such as artificial defocus blur.

This depth comparison turns out to be a fundamental idea, and it is now supported by special fixed-function units in graphics hardware. A huge leap in computer graphics performance occurred when this feature emerged in the early 1980s.

15.3 Implementation Platform

15.3.1 Selection Criteria

The kinds of choices discussed in this section are important. We want to introduce them now, and we want them all in one place so that you can refer to them later. Many of them will only seem natural to you after you’ve worked with graphics for a while. So read this section now, set it aside, and then read it again in a month.

In your studies of computer graphics you will likely learn many APIs and software design patterns. For example, Chapters 2, 4, 6, and 16 teach the 2D and 3D WPF APIs and some infrastructure built around them.

Teaching that kind of content is expressly not a goal of this chapter. This chapter is about creating algorithms for sampling light. The implementation serves to make the algorithms concrete and provide a test bed for later exploration. Although learning a specific platform is not a goal, learning the issues to consider when evaluating a platform is a goal; in this section we describe those issues.

We select one specific platform, a subset of the G3D Innovation Engine [http://g3d.sf.net] Version 9, for the code examples. You may use this one, or some variation chosen after considering the same issues weighed by your own goals and computing environment. In many ways it is better if your platform—language, compiler, support classes, hardware API—is not precisely the same as the one described here. The platform we select includes only a minimalist set of support classes. This keeps the presentation simple and generic, as suits a textbook. But you’re developing software on today’s technology, not writing a textbook that must serve independent of currently popular tools.

Since you’re about to invest a lot of work on this renderer, a richer set of support classes will make both implementation and debugging easier. You can compile our code directly against the support classes in G3D. However, if you have to rewrite it slightly for a different API or language, this will force you to actually read every line and consider why it was written in a particular manner. Maybe your chosen language has a different syntax than ours for passing a parameter by value
instead of reference, for example. In the process of redeclaring a parameter to make this syntax change, you should think about why the parameter was passed by value in the first place, and whether the computational overhead or software abstraction of doing so is justified.

To avoid distracting details, for the low-level renderers we’ll write the image to an array in memory and then stop. Beyond a trivial PPM-file writing routine, we will not discuss the system-specific methods for saving that image to disk or displaying it on-screen in this chapter. Those are generally straightforward, but verbose to read and tedious to configure. The PPM routine is a proof of concept, but it is for an inefficient format and requires you to use an external viewer to check each result. G3D and many other platforms have image-display and image-writing procedures that can present the images that you’ve rendered more conveniently.

For the API-based hardware rasterizer, we will use a lightly abstracted subset of the OpenGL API that is representative of most other hardware APIs. We’ll intentionally skip the system-specific details of initializing a hardware context and exploiting features of a particular API or GPU. Those transient aspects can be found in your favorite API or GPU vendor’s manuals.

Although we can largely ignore the surrounding platform, we must still choose a programming language. It is wise to choose a language with reasonably high-level abstractions like classes and operator overloading. These help the algorithm shine through the source code notation.

It is also wise to choose a language that can be compiled to efficient native code. That is because even though performance should not be the ultimate consideration in graphics, it is a fairly important one. Even simple video game scenes contain millions of polygons and are rendered for displays with millions of pixels. We’ll start with one triangle and one pixel to make debugging easier and then quickly grow to hundreds of each in this chapter. The constant overhead of an interpreted language or a managed memory system cannot affect the asymptotic behavior of our program. However, it can be the difference between our renderer producing an image in two seconds or two hours . . . and debugging a program that takes two hours to run is very unpleasant.

Computer graphics code tends to combine high-level classes containing significant state, such as those representing scenes and objects, with low-level classes (a.k.a. “records”, “structs”) for storing points and colors that have little state and often expose that which they do contain directly to the programmer. A real-time renderer can easily process billions of those low-level classes per second. To support that, one typically requires a language with features for efficiently creating, destroying, and storing such classes. Heap memory management for small classes tends to be expensive and thwart cache efficiency, so stack allocation is typically the preferred solution. Language features for passing by value and by constant reference help the programmer to control cloning of both large and small class instances.

Finally, hardware APIs tend to be specified at the machine level, in terms of bytes and pointers (as abstracted by the C language). They also often require manual control over memory allocation, deallocation, types, and mapping to operate efficiently.

To satisfy the demands of high-level abstraction, reasonable performance for hundreds to millions of primitives and pixels, and direct manipulation of memory, we work within a subset of C++. Except for some minor syntactic variations, this subset should be largely familiar to Java and Objective C++ programmers. It is
a superset of C and can be compiled directly as native (nonmanaged) C#. For all of these reasons, and because there is a significant tools and library ecosystem built for it, C++ happens to be the dominant language for implementing renderers today. Thus, our choice is consistent with showing you how renderers are really implemented.

Note that many hardware APIs also have wrappers for higher-level languages, provided by either the API vendor or third parties. Once you are familiar with the basic functionality, we suggest that it may be more productive to use such a wrapper for extensive software development on a hardware API.

15.3.2 Utility Classes

This chapter assumes the existence of obvious utility classes, such as those sketched in Listing 15.4. For these, you can use equivalents of the WPF classes, the Direct3D API versions, the built-in GLSL, Cg, and HLSL shading language versions, or the ones in G3D, or you can simply write your own. Following common practice, the Vector3 and Color3 classes denote the axes over which a quantity varies, but not its units. For example, Vector3 always denotes three spatial axes but may represent a unitless direction vector at one code location and a position in meters at another. We use a type alias to at least distinguish points from vectors (which are differences of points).

Listing 15.4: Utility classes.

```cpp
#define INFINITY (numeric_limits<float>::infinity())

class Vector2 { public: float x, y; ... };
class Vector3 { public: float x, y, z; ... };
typedef Vector2 Point2;
typedef Vector3 Point3;
class Color3 { public: float r, g, b; ... };
class Radiance3 Color3;
class Power3 Color3;
class Ray {
  private:
    Point3 m_origin;
    Vector3 m_direction;
  public:
    Ray(const Point3& org, const Vector3& dir) :
      m_origin(org), m_direction(dir) {};
    const Point3& origin() const { return m_origin; }
    const Vector3& direction() const { return m_direction; }
  ...;
};
```

Observe that some classes, such as Vector3, expose their representation through public member variables, while others, such as Ray, have a stronger abstraction that protects the internal representation behind methods. The exposed classes are the workhorses of computer graphics. Invoking methods to access their fields would add significant syntactic distraction to the implementation of any function. Since the byte layouts of these classes must be known and fixed to interact directly with hardware APIs, they cannot be strong abstractions and it makes
sense to allow direct access to their representation. The classes that protect their representation are ones whose representation we may (and truthfully, will) later want to change. For example, the internal representation of Triangle in this listing is an array of vertices. If we found that we computed the edge vectors or face normal frequently, then it might be more efficient to extend the representation to explicitly store those values.

For images, we choose the underlying representation to be an array of Radiance3, each array entry representing the radiance incident at the center of one pixel in the image. We then wrap this array in a class to present it as a 2D structure with appropriate utility methods in Listing 15.5.

Listing 15.5: An Image class.

```cpp
class Image {
private:
  int m_width;
  int m_height;
  std::vector<Radiance3> m_data;
  int PPMGammaEncode(float radiance, float displayConstant) const;
public:
  Image(int width, int height) : m_width(width), m_height(height), m_data(width * height) {};
  int width() const { return m_width; }
  int height() const { return m_height; }
  void set(int x, int y, const Radiance3& value) {
    m_data[x + y * m_width] = value;
  }
  const Radiance3& get(int x, int y) const {
    return m_data[x + y * m_width];
  }
  void save(const std::string& filename, float displayConstant=15.0f) const;
};
```

Under C++ conventions and syntax, the & following a type in a declaration indicates that the corresponding variable or return value will be passed by reference. The m_prefix avoids confusion between member variables and methods or parameters with similar names. The std::vector class is the dynamic array from the standard library.

One could imagine a more feature-rich image class with bounds checking, documentation, and utility functions. Extending the implementation with these is a good exercise.

The set and get methods follow the historical row-major mapping from a 2D to a 1D array. Although we do not need it here, note that the reverse mapping from a 1D index i to the 2D indices (x, y) is

\[ x = i \mod \text{width}; \quad y = i / \text{width} \]

where \( \mod \) is the C++ integer modulo operation.
When \( \text{width} \) is a power of two, that is, \( \text{width} = 2^k \), it is possible to perform both the forward and reverse mappings using bitwise operations, since

\[
\begin{align*}
    a \mod 2^k &= a \& (2^k - 1) \\
    a/2^k &= a \gg k \\
    a \cdot 2^k &= a \ll k,
\end{align*}
\]

for fixed-point values. Here we use \( \gg \) as the operator to shift the bits of the left operand to the right by the value of the right operand, and \( \& \) as the bitwise AND operator.

This is one reason that many graphics APIs historically required power-of-two image dimensions (another is MIP mapping). One can always express a number that is not a power of two as the sum of multiple powers of two. In fact, that’s what binary encoding does! For example, \( 640 = 512 + 128 \), so \( x + 640y = x + (y \ll 9) + (y \ll 7) \).

\[
\text{Inline Exercise 15.2: Implement forward and backward mappings from integer (} x, y \text{) pixel locations to 1D array indices } i, \text{ for a typical HD resolution of } 1920 \times 1080, \text{ using only bitwise operations, addition, and subtraction.}
\]

Familiarity with the bit-manipulation methods for mapping between 1D and 2D arrays is important now so that you can understand other people’s code. It will also help you to appreciate how hardware-accelerated rendering might implement some low-level operations and why a rendering API might have certain constraints. However, this kind of micro-optimization will not substantially affect the performance of your renderer at this stage, so it is not yet worth including.

Our Image class stores physically meaningful values. The natural measurement of the light arriving along a ray is in terms of radiance, whose definition and precise units are described in Chapter 26. The image typically represents the light about to fall onto each pixel of a sensor or area of a piece of film. It doesn’t represent the sensor response process.

Displays and image files tend to work with arbitrarily scaled 8-bit display values that map nonlinearly to radiance. For example, if we set the display pixel value to 64, the display pixel does not emit twice the radiance that it does when we set the same pixel to 32. This means that we cannot display our image faithfully by simply rescaling radiance to display values. In fact, the relationship involves an exponent commonly called gamma, as described briefly below and at length in Section 28.12.

Assume some multiplicative factor \( d \) that rescales the radiance values in an image so that the largest value we wish to represent maps to 1.0 and the smallest maps to 0.0. This fills the role of the camera’s shutter and aperture. The user will select this value as part of the scene definition. Mapping it to a GUI slider is often a good idea.

Historically, most images stored 8-bit values whose meanings were ill-specified. Today it is more common to specify what they mean. An image that
actually stores radiance values is informally said to store **linear radiance**, indicating that the pixel value varies linearly with the radiance (see Chapter 17). Since the radiance range of a typical outdoor scene with shadows might span six orders of magnitude, the data would suffer from perceptible quantization artifacts were it reduced to eight bits per channel. However, human perception of brightness is roughly logarithmic. This means that distributing precision nonlinearly can reduce the perceptual error of a small bit-depth approximation. **Gamma encoding** is a common practice for distributing values according to a fractional power law, where $1/\gamma$ is the power. This encoding curve roughly matches the logarithmic response curve of the human visual system. Most computer displays accept input already gamma-encoded along the sRGB standard curve, which is about $\gamma = 2.2$.

Many image file formats, such as PPM, also default to this gamma encoding. A routine that maps a radiance value to an 8-bit display value with a gamma value of 2.2 is:

```c
int Image::PPMGammaEncode(float radiance, float d) const {
    return int (pow(std::min(1.0f, std::max(0.0f, radiance * d)), 1.0f / 2.2f) * 255.0f);
}
```

Note that $x^{1/2.2} \approx \sqrt{x}$. Because they are faster than arbitrary exponentiation on most hardware, square root and square are often employed in real-time rendering as efficient $\gamma = 2.0$ encoding and decoding methods.

The `save` routine is our bare-bones method for exporting data from the renderer for viewing. It saves the image in human-readable PPM format [P+10] and is implemented in Listing 15.6.

**Listing 15.6: Saving an image to an ASCII RGB PPM file.**

```c
void Image::save(const std::string& filename, float d) const {
    FILE* file = fopen(filename.c_str(), "wt");
    fprintf(file, "P3 %d %d 255\n", m_width, m_height);
    for (int y = 0; y < m_height; ++y) {
        for (int x = 0; x < m_width; ++x) {
            const Radiance3& c(get(x, y));
            fprintf(file, "%d %d %d\n", PPMGammaEncode(c.r, d),
                    PPMGammaEncode(c.g, d),
                    PPMGammaEncode(c.b, d));
        }
    }
    fclose(file);
}
```

This is a useful snippet of code beyond its immediate purpose of saving an image. The structure appears frequently in 2D graphics code. The outer loop iterates over rows. It contains any kind of per-row computation (in this case, printing the row number). The inner loop iterates over the columns of one row and performs the per-pixel operations. Note that if we wished to amortize the cost of computing $y * m_width$ inside the `get` routine, we could compute that as a per-row operation and merely accumulate the 1-pixel offsets in the inner loop. We do not do so in this case because that would complicate the code without providing a measurable performance increase, since writing a formatted text file would remain slow compared to performing one multiplication per pixel.
15.3 Implementation Platform

(a) (b)

Figure 15.2: A pattern for testing the Image class. The pattern is a checkerboard of 1-pixel squares that alternate between 1/10 W/(m² sr) in the blue channel and a vertical gradient from 0 to 10. (a) Viewed with $\text{deviceGamma} = 1.0$ and $\text{displayConstant} = 1.0$, which makes dim squares appear black and gives the appearance of a linear change in brightness. (b) Displayed more correctly with $\text{deviceGamma} = 2.0$, where the linear radiance gradient correctly appears as a nonlinear brightness ramp and the dim squares are correctly visible.

(The conversion to a printed image or your online image viewer may further affect the image.)

The PPM format is slow for loading and saving, and consumes lots of space when storing images. For those reasons, it is rarely used outside academia. However, it is convenient for data interchange between programs. It is also convenient for debugging small images for three reasons. The first is that it is easy to read and write. The second is that many image programs and libraries support it, including Adobe Photoshop and xv. The third is that we can open it in a text editor to look directly at the (gamma-corrected) pixel values.

After writing the image-saving code, we displayed the simple pattern shown in Figure 15.2 as a debugging aid. If you implement your own image saving or display mechanism, consider doing something similar. The test pattern alternates dark blue pixels with ones that form a gradient. The reason for creating the single-pixel checkerboard pattern is to verify that the image was neither stretched nor cropped during display. If it was, then one or more thin horizontal or vertical lines would appear. (If you are looking at this image on an electronic display, you may see such patterns, indicating that your viewing software is indeed stretching it.) The motivation for the gradient is to determine whether gamma correction is being applied correctly. A linear radiance gradient should appear as a nonlinear brightness gradient, when displayed correctly. Specifically, it should primarily look like the brighter shades. The pattern on the left is shown without gamma correction. The gradient appears to have linear brightness, indicating that it is not displayed correctly. The pattern on the right is shown with gamma correction. The gradient correctly appears to be heavily shifted toward the brighter shaders.

Note that we made the darker squares blue, yet in the left pattern—without gamma correction—they appear black. That is because gamma correction helps make darker shades more visible, as in the right image. This hue shift is another argument for being careful to always implement gamma correction, beyond the tone shift. Of course, we don’t know the exact characteristics of the display...
(although one can typically determine its gamma exponent) or the exact viewing conditions of the room, so precise color correction and tone mapping is beyond our ability here. However, the simple act of applying gamma correction arguably captures some of the most important aspects of that process and is computationally inexpensive and robust.

**Inline Exercise 15.3:** Two images are shown below. Both have been gamma-encoded with \( \gamma = 2.0 \) for printing and online display. The image on the left is a gradient that has been rendered to give the impression of linear brightness. It should appear as a linear color ramp. The image on the right was rendered with linear radiance (it is the checkerboard on the right of Figure 15.2 without the blue squares). It should appear as a nonlinear color ramp. The image was rendered at 200 \( \times \) 200 pixels. What equation did we use to compute the value (in \([0, 1]\)) of the pixel at \((x, y)\) for the gradient image on the left?

![Linear brightness and Linear radiance images](image)

**15.3.3 Scene Representation**

Listing 15.7 shows a `Triangle` class. It stores each triangle by explicitly storing each vertex. Each vertex has an associated normal that is used exclusively for shading; the normals do not describe the actual geometry. These are sometimes called shading normals. When the vertex normals are identical to the normal to the plane of the triangle, the triangle’s shading will appear consistent with its actual geometry. When the normals diverge from this, the shading will mimic that of a curved surface. Since the silhouette of the triangle will still be polygonal, this effect is most convincing in a scene containing many small triangles.

**Listing 15.7: Interface for a Triangle class.**

```cpp
class Triangle {
private:
  Point3 m_vertex[3];
  Vector3 m_normal[3];
  BSDF m_bsdf;
public:
  const Point3& vertex(int i) const { return m_vertex[i]; }  
  const Vector3& normal(int i) const { return m_normal[i]; } 
  const BSDF& bsdf() const { return m_bsdf; }
...  
};
```

We also associate a `BSDF` class value with each triangle. This describes the material properties of the surface modeled by the triangle. It is described in Section 15.4.5. For now, think of this as the color of the triangle.
The representation of the triangle is concealed by making the member variables private. Although the implementation shown contains methods that simply return those member variables, you will later use this abstraction boundary to create a more efficient implementation of the triangle. For example, many triangles may share the same vertices and bidirectional scattering distribution functions (BSDFs), so this representation is not very space-efficient. There are also properties of the triangle, such as the edge lengths and geometric normal, that we will find ourselves frequently recomputing and could benefit from storing explicitly.

**Inline Exercise 15.4:** Compute the size in bytes of one Triangle. How big is a 1M triangle mesh? Is that reasonable? How does this compare with the size of a stored mesh file, say, in the binary 3DS format or the ASCII OBJ format? What are other advantages, beyond space reduction, of sharing vertices between triangles in a mesh?

Listing 15.8 shows our implementation of an omnidirectional point light source. We represent the power it emits at three wavelengths (or in three wavelength bands), and the center of the emitter. Note that emitters are infinitely small in our representation, so they are not themselves visible. If we wish to see the source appear in the final rendering we need to either add geometry around it or explicitly render additional information into the image. We will do neither explicitly in this chapter, although you may find that these are necessary when debugging your illumination code.

**Listing 15.8: Interface for a uniform point luminaire—a light source.**

```cpp
class Light { 
public:
    Point3 position;

    /** Over the entire sphere. */
    Power3 power;
};
```

Listing 15.9 describes the scene as sets of triangles and lights. Our choice of arrays for the implementation of these sets imposes an ordering on the scene. This is convenient for ensuring a reproducible environment for debugging. However, for now we are going to create that ordering in an arbitrary way, and that choice may affect performance and even our image in some slight ways, such as resolving ties between which surface is closest at an intersection. More sophisticated scene data structures may include additional structure in the scene and impose a specific ordering.

**Listing 15.9: Interface for a scene represented as an unstructured list of triangles and light sources.**

```cpp
class Scene { 
public:
    std::vector<Triangle> triangleArray;
    std::vector<Light> lightArray;
};
```
Listing 15.10 represents our camera. The camera has a pinhole aperture, an instantaneous shutter, and artificial near and far planes of constant (negative) \( z \) values. We assume that the camera is located at the origin and facing along the \(-z\)-axis.

**Listing 15.10: Interface for a pinhole camera at the origin.**

```cpp
class Camera {
public:
    float zNear;
    float zFar;
    float fieldOfViewX;
    Camera() : zNear(-0.1f), zFar(-100.0f), fieldOfViewX(PI / 2.0f) {};
};
```

We constrain the horizontal field of view of the camera to be \( \text{fieldOfViewX} \). This is the measure of the angle from the center of the leftmost pixel to the center of the rightmost pixel along the horizon in the camera’s view in radians (it is shown later in Figure 15.3). During rendering, we will compute the aspect ratio of the target image and implicitly use that to determine the vertical field of view. We could alternatively specify the vertical field of view and compute the horizontal field of view from the aspect ratio.

### 15.3.4 A Test Scene

We’ll test our renderers on a scene that contains one triangle whose vertices are

Point3(0,1,−2), Point3(−1.9,−1,−2), and Point3(1.6,−0.5,−2),

and whose vertex normals are

\( \text{Vector3}(0.0f, 0.6f, 1.0f).direction() \),
\( \text{Vector3}(-0.4f,-0.4f, 1.0f).direction() \), and
\( \text{Vector3}( 0.4f,-0.4f, 1.0f).direction() \).

We create one light source in the scene, located at Point3(1.0f,3.0f,1.0f) and emitting power Power3(10, 10, 10). The camera is at the origin and is facing along the \(-z\)-axis, with \( y \) increasing upward in screen space and \( x \) increasing to the right. The image has size 800 × 500 and is initialized to dark blue.

This choice of scene data was deliberate, because when debugging it is a good idea to choose configurations that use nonsquare aspect ratios, nonprimary colors, asymmetric objects, etc. to help find cases where you have accidentally swapped axes or color channels. Having distinct values for the properties of each vertex also makes it easier to track values through code. For example, on this triangle, you can determine which vertex you are examining merely by looking at its \( x \)-coordinate.

On the other hand, the camera is the standard one, which allows us to avoid transforming rays and geometry. That leads to some efficiency and simplicity in the implementation and helps with debugging because the input data maps exactly to the data rendered, and in practice, most rendering algorithms operate in the camera’s reference frame anyway.
**Inline Exercise 15.5:** Mandatory; do not continue until you have done this: Draw a schematic diagram of this scene from three viewpoints.

1. The orthographic view from infinity facing along the x-axis. Make \( z \) increase to the right and \( y \) increase upward. Show the camera and its field of view.
2. The orthographic view from infinity facing along the \(-y\)-axis. Make \( x \) increase to the right and \( z \) increase downward. Show the camera and its field of view. Draw the vertex normals.
3. The perspective view from the camera, facing along the \(-z\)-axis; the camera should not appear in this image.

### 15.4 A Ray-Casting Renderer

We begin the ray-casting renderer by expanding and implementing our initial pseudocode from Listing 15.2. It is repeated in Listing 15.11 with more detail.

**Listing 15.11: Detailed pseudocode for a ray-casting renderer.**

```plaintext
for each pixel row y:
  for each pixel column x:
    let \( R = \) ray through screen space position \((x+0.5, y+0.5)\)
    closest = \( \infty \)
    for each triangle \( T \):
      \( d = \) intersect\((T, R)\)
      if \((d < closest)\)
        closest = \( d \)
        \( \sum = 0 \)
        let \( P \) be the intersection point
        for each direction \( \omega_i \):
          \( \sum += \) light scattered at \( P \) from \( \omega_i \) to \( \omega_o \)
    image\([x, y]\) = \( \sum \)
```

The three loops iterate over every ray and triangle combination. The body of the for-each-triangle loop verifies that the new intersection is closer than previous observed ones, and then shades the intersection. We will abstract the operation of ray intersection and sampling into a helper function called `sampleRayTriangle`. Listing 15.12 gives the interface for this helper function.

**Listing 15.12: Interface for a function that performs ray-triangle intersection and shading.**

```plaintext
bool sampleRayTriangle(const Scene& scene, int x, int y,
const Ray& R, const Triangle& T,
Radiance3& radiance, float& distance);
```

The specification for `sampleRayTriangle` is as follows. It tests a particular ray against a triangle. If the intersection exists and is closer than all previously observed intersections for this ray, it computes the radiance scattered toward the viewer and returns \( \text{true} \). The innermost loop therefore sets the value of pixel \((x, y)\)
to the radiance $L_o$ passing through its center from the closest triangle. Radiance from farther triangles is not interesting because it will (conceptually) be blocked by the back of the closest triangle and never reach the image. The implementation of sampleRayTriangle appears in Listing 15.15.

To render the entire image, we must invoke sampleRayTriangle once for each pixel center and for each triangle. Listing 15.13 defines rayTrace, which performs this iteration. It takes as arguments a box within which to cast rays (see Section 15.4.4). We use $L_o$ to denote the radiance from the triangle; the subscript “$o$” is for “outgoing”.

Listing 15.13: Code to trace one ray for every pixel between $(x_0, y_0)$ and $(x_1-1, y_1-1)$, inclusive.

```cpp
/** Trace eye rays with origins in the box from \([x_0, y_0]\) to \((x_1, y_1)\). */

void rayTrace(Image& image, const Scene& scene,
              const Camera& camera, int x0, int x1, int y0, int y1) {

  // For each pixel
  for (int y = y0; y < y1; ++y) {
    for (int x = y0; x < x1; ++x) {

      // Ray through the pixel
      const Ray& R = computeEyeRay(x + 0.5f, y + 0.5f, image.width(),
                                    image.height(), camera);

      // Distance to closest known intersection
      float distance = INFINITY;
      Radiance3 L_o;

      // For each triangle
      for (unsigned int t = 0; t < scene.triangleArray.size(); ++t){
        const Triangle& T = scene.triangleArray[t];
        if (sampleRayTriangle(scene, x, y, R, T, L_o, distance)) {
          image.set(x, y, L_o);
        }
      }
    }
  }
}
```

To invoke rayTrace on the entire image, we will use the call:

```cpp
rayTrace(image, scene, camera, 0, image.width(), 0, image.height());
```

### 15.4.1 Generating an Eye Ray

Assume the camera’s center of projection is at the origin, $(0, 0, 0)$, and that, in the camera’s frame of reference, the $y$-axis points upward, the $x$-axis points to the right, and the $z$-axis points out of the screen. Thus, the camera is facing along its own $−z$-axis, in a right-handed coordinate system. We can transform any scene to this coordinate system using the transformations from Chapter 11.

We require a utility function, computeEyeRay, to find the ray through the center of a pixel, which in screen space is given by $(x + 0.5, y + 0.5)$ for integers $x$ and $y$. Listing 15.14 gives an implementation. The key geometry is depicted in
Figure 15.3. The figure is a top view of the scene in which \( x \) increases to the right and \( z \) increases downward. The near plane appears as a horizontal line, and the start point is on that plane, along the line from the camera at the origin to the center of a specific pixel.

To implement this function we needed to parameterize the camera by either the image plane depth or the desired field of view. Field of view is a more intuitive way to specify a camera, so we previously chose that parameterization when building the scene representation.

Listing 15.14: Computing the ray through the center of pixel \((x, y)\) on a \( width \times height \) image.

```c
Ray computeEyeRay(float x, float y, int width, int height, const Camera& camera) {
    const float aspect = float(height) / width;
    // Compute the side of a square at \( z = -1 \) based on our
    // horizontal left-edge-to-right-edge field of view
    const float s = -2.0f * tan(camera.fieldOfViewX * 0.5f);
    const Vector3& start =
        Vector3((x / width - 0.5f) * s,
                -(y / height - 0.5f) * s * aspect, 1.0f) * camera.zNear;
    return Ray(start, start.direction());
}
```

We choose to place the ray origin on the near (sometimes called hither) clipping plane, at \( z = camera.zNear \). We could start rays at the origin instead of the near plane, but starting at the near plane will make it easier for results to line up precisely with our rasterizer later.

The ray direction is the direction from the center of projection (which is at the origin, \((0,0,0)\)) to the ray start point, so we simply normalize start point.

**Inline Exercise 15.6:** By the rules of Chapter 7, we should compute the ray direction as \((\text{start} - \text{Vector3}(0,0,0)).\text{direction()}\). That makes the camera position explicit, so we are less likely to introduce a bug if we later change the camera. This arises simply from strongly typing the code to match the underlying mathematical types. On the other hand, our code is going to be full of lines like this, and consistently applying correct typing might lead to more harm from obscuring the algorithm than benefit from occasionally finding an error. It is a matter of personal taste and experience (we can somewhat reconcile our typing with the math by claiming that \( P.\text{direction()} \) on a point \( P \) returns the direction to the point, rather than “normalizing” the point).

Rewrite `computeEyeRay` using the distinct `Point` and `Vector` abstractions from Chapter 7 to get a feel for how this affects the presentation and correctness. If this inspires you, it’s quite reasonable to restructure all the code in this chapter that way, and doing so is a valuable exercise.

Note that the \( y \)-coordinate of the start is negated. This is because \( y \) is in 2D screen space, with a “\( y = \text{down} \)” convention, and the ray is in a 3D coordinate system with a “\( y = \text{up} \)” convention.
To specify the vertical field of view instead of the horizontal one, replace `fieldOfViewX` with `fieldOfViewY` and insert the line `s /= aspect`.

### 15.4.1.1 Camera Design Notes

The C++ language offers both functions and methods as procedural abstractions. We have presented `computeEyeRay` as a function that takes a `Camera` parameter to distinguish the “support code” `Camera` class from the ray-tracer-specific code that you are adding. As you move forward through the book, consider refactoring the support code to integrate auxiliary functions like this directly into the appropriate classes. (If you are using an existing 3D library as support code, it is likely that the provided camera class already contains such a method. In that case, it is worth implementing the method once as a function here so that you have the experience of walking through and debugging the routine. You can later discard your version in favor of a canonical one once you’ve reaped the educational value.)

A software engineering tip: Although we have chosen to forgo small optimizations, it is still important to be careful to use references (e.g., `Image&`) to avoid excess copying of arguments and intermediate results. There are two related reasons for this, and neither is about the performance of this program.

The first reason is that we want to be in the habit of avoiding excessive copying. A `Vector3` occupies 12 bytes of memory, but a full-screen `Image` is a few megabytes. If we’re conscientious about never copying data unless we want copy semantics, then we won’t later accidentally copy an `Image` or other large structure. Memory allocation and copy operations can be surprisingly slow and will bloat the memory footprint of our program. The time cost of copying data isn’t just a constant overhead factor on performance. Copying the image once per pixel, in the inner loop, would change the ray caster’s asymptotic run time from $O(n)$ in the number of pixels to $O(n^2)$.

The second reason is that experienced programmers rely on a set of idioms that are chosen to avoid bugs. Any deviation from those attracts attention, because it is a potential bug. One such convention in C++ is to pass each value as a const reference unless otherwise required, for the long-term performance reasons just described. So code that doesn’t do so takes longer for an experienced programmer to review because of the need to check that there isn’t an error or performance implication whenever an idiom is not followed. If you are an experienced C++ programmer, then such idioms help you to read the code. If you are not, then either ignore all the ampersands and treat this as pseudocode, or use it as an opportunity to become a better C++ programmer.

### 15.4.1.2 Testing the Eye-Ray Computation

We need to test `computeEyeRay` before continuing. One way to do this is to write a unit test that computes the eye rays for specific pixels and then compares them to manually computed results. That is always a good testing strategy. In addition to that, we can visualize the eye rays. Visualization is a good way to quickly see the result of many computations. It allows us to more intuitively check results, and to identify patterns of errors if they do not match what we expected.

In this section, we’ll visualize the directions of the rays. The same process can be applied to the origins. The directions are the more common location for an error and conveniently have a bounded range, which make them both more important and easier to visualize.
A natural scheme for visualizing a direction is to interpret the \((x, y, z)\) fields as \((r, g, b)\) color triplets. The conversion of ray direction to pixel color is of course a gross violation of units, but it is a really useful debugging technique and we aren’t expecting anything principled here anyway.

Because each ordinate is on the interval \([-1, 1]\), we rescale them to the range \([0, 1]\) by \(r = (x + 1)/2\). Our image display routines also apply an exposure function, so we need to scale the resultant intensity down by a constant on the order of the inverse of the exposure value. Temporarily inserting the following line:

\[
\text{image.set(x, y, Color3(R.direction() + Vector3(1, 1, 1)) / 5);}
\]

into \(\text{rayTrace}\) in place of the \(\text{sampleRayTriangle}\) call should yield an image like that shown in Figure 15.4. (The factor of 1/5 scales the debugging values to a reasonable range for our output, which was originally calibrated for radiance; we found a usable constant for this particular example by trial and error.) We expect the \(x\)-coordinate of the ray, which here is visualized as the color red, to increase from a minimum on the left to a maximum on the right. Likewise, the (3D) \(y\)-coordinate, which is visualized as green, should increase from a minimum at the bottom of the image to a maximum at the top. If your result varies from this, examine the pattern you observe and consider what kind of error could produce it. We will revisit visualization as a debugging technique later in this chapter, when testing the more complex intersection routine.

### 15.4.2 Sampling Framework: Intersect and Shade

Listing 15.15 shows the code for sampling a triangle with a ray. This code doesn’t perform any of the heavy lifting itself. It just computes the values needed for \(\text{intersect}\) and \(\text{shade}\).

**Listing 15.15: Sampling the intersection and shading of one triangle with one ray.**

```cpp
bool sampleRayTriangle(const Scene& scene, int x, int y, const Ray& R,
                       const Triangle& T, Radiance3& radiance, float& distance) {
  float weight[3];
  const float d = intersect(R, T, weight);
  if (d >= distance) {
    return false;
  }
  // This intersection is closer than the previous one
  distance = d;
  // Intersection point
  const Point3& P = R.origin() + R.direction() * d;
  // Find the interpolated vertex normal at the intersection
  const Vector3& n = (T.normal(0) * weight[0] +
                     T.normal(1) * weight[1] +
                     T.normal(2) * weight[2]).direction();
  const Vector3& w_o = -R.direction();
```

![Figure 15.4: Visualization of eye-ray directions.](image-url)
The `sampleRayTriangle` routine returns `false` if there was no intersection closer than `distance`; otherwise, it updates `distance` and `radiance` and returns `true`.

When invoking this routine, the caller passes the `distance` to the closest currently known intersection, which is initially `INFINITY` (let `INFINITY = std::numeric_limits<T>::infinity()` in C++, or simply `1.0/0.0`). We will design the `intersect` routine to return `INFINITY` when no intersection exists between `R` and `T` so that a missed intersection will never cause `sampleRayTriangle` to return `true`.

Placing the `(d >= distance)` test before the shading code is an optimization. We would still obtain correct results if we always computed the shading before testing whether the new intersection is in fact the closest. This is an important optimization because the `shade` routine may be arbitrarily expensive. In fact, in a full-featured ray tracer, almost all computation time is spent inside `shade`, which recursively samples additional rays. We won’t discuss further shading optimizations in this chapter, but you should be aware of the importance of an early termination when another surface is known to be closer.

Note that the order of the triangles in the calling routine (`rayTrace`) affects the performance of the routine. If the triangles are in back-to-front order, then we will shade each one, only to reject all but the closest. This is the worst case. If the triangles are in front-to-back order, then we will shade the first and reject the rest without further shading effort. We could ensure the best performance always by separating `sampleRayTriangle` into two auxiliary routines: one to find the closest intersection and one to shade that intersection. This is a common practice in ray tracers. Keep this in mind, but do not make the change yet. Once we have written the rasterizer renderer, we will consider the space and time implications of such optimizations under both ray casting and rasterization, which gives insights into many variations on each algorithm.

We’ll implement and test `intersect` first. To do so, comment out the call to `shade` on line 23 and uncomment either of the debugging lines below it.

### 15.4.3 Ray-Triangle Intersection

We’ll find the intersection of the eye ray and a triangle in two steps, following the method described in Section 7.9 and implemented in Listing 15.16. This method first intersects the line containing the ray with the plane containing the triangle. It then solves for the barycentric weights to determine if the intersection is within the triangle. We need to ignore intersections with the back of the single-sided triangle and intersections that occur along the part of the line that is not on the ray.

The same weights that we use to determine if the intersection is within the triangle are later useful for interpolating per-vertex properties, such as shading...
normals. We structure our implementation to return the weights to the caller. The caller could use either those or the distance traveled along the ray to find the intersection point. We return the distance traveled because we know that we will later need that anyway to identify the closest intersection to the viewer in a scene with many triangles. We return the barycentric weights for use in interpolation.

Figure 15.5 shows the geometry of the situation. Let $R$ be the ray and $T$ be the triangle. Let $\vec{e}_1$ be the edge vector from $V_0$ to $V_1$ and $\vec{e}_2$ be the edge vector from $V_0$ to $V_2$. Vector $\vec{q}$ is orthogonal to both the ray and $\vec{e}_2$. Note that if $\vec{q}$ is also orthogonal to $\vec{e}_1$, then the ray is parallel to the triangle and there is no intersection. If $\vec{q}$ is in the negative hemisphere of $\vec{e}_1$ (i.e., “points away”), then the ray travels away from the triangle.

Vector $\vec{s}$ is the displacement of the ray origin from $V_0$, and vector $\vec{r}$ is the cross product of $\vec{s}$ and $\vec{e}_1$. These vectors are used to construct the barycentric weights, as shown in Listing 15.16.

Variable $a$ is the rate at which the ray is approaching the triangle, multiplied by twice the area of the triangle. This is not obvious from the way it is computed here, but it can be seen by applying a triple-product identity relation:

\[
\begin{align*}
\text{Let } d &= R.direction() \\
\text{Let } \text{area} &= |\vec{e}_2 \times \vec{e}_1| / 2 \\
a &= \vec{e}_1 \cdot \vec{q} = \vec{e}_1 \cdot d \times \vec{e}_2 = d \cdot \vec{e}_2 \times \vec{e}_1 = -(d \cdot n) \cdot 2 \cdot \text{area},
\end{align*}
\]

since the direction of $\vec{e}_2 \times \vec{e}_1$ is opposite the triangle’s geometric normal $n$. The particular form of this expression chosen in the implementation is convenient because the $\vec{q}$ vector is needed again later in the code for computing the barycentric weights.

There are several cases where we need to compare a value against zero. The two epsilon constants guard these comparisons against errors arising from limited numerical precision.

The comparison $a \leqslant \epsilon$ detects two cases. If $a$ is zero, then the ray is parallel to the triangle and never intersects it. In this case, the code divided by zero many times, so other variables may be infinity or not-a-number. That’s irrelevant, since the first test expression will still make the entire test expression true. If $a$ is negative, then the ray is traveling away from the triangle and will never intersect it. Recall that $a$ is the rate at which the ray approaches the triangle, multiplied by the area of the triangle. If epsilon is too large, then intersections with triangles
Listing 15.16: Ray-triangle intersection (derived from [MT97])

```c
float intersect(const Ray&R, const Triangle&T, float weight[3]) {
    const Vector3& e1 = T.vertex(1) - T.vertex(0);
    const Vector3& e2 = T.vertex(2) - T.vertex(0);
    const Vector3& q = R.direction().cross(e2);
    const float a = e1.dot(q);
    const Vector3& s = R.origin() - T.vertex(0);
    const Vector3& r = s.cross(e1);
    // Barycentric vertex weights
    weight[1] = s.dot(q) / a;
    weight[2] = R.direction().dot(r) / a;
    weight[0] = 1.0f - (weight[1] + weight[2]);
    const float dist = e2.dot(r) / a;
    static const float epsilon = 1e-7f;
    static const float epsilon2 = 1e-10;
    if ((a <= epsilon) || (weight[0] < -epsilon2) ||
        (dist <= 0.0f)) {
        // The ray is nearly parallel to the triangle, or the
        // intersection lies outside the triangle or behind
        // the ray origin: "infinite" distance until intersection.
        return INFINITY;
    } else {
        return dist;
    }
}
```

will be missed at glancing angles, and this missed intersection behavior will be
more likely to occur at triangles with large areas than at those with small areas.
Note that if we changed the test to $|a| \leq \epsilon$, then triangles would
have two sides. This is not necessary for correct models of real, opaque objects;
however, for rendering mathematical models or models with errors in them it can
be convenient. Later we will depend on optimizations that allow us to quickly cul
the (approximately half) of the scene representing back faces, so we choose to
render single-sided triangles here for consistency.

The $\epsilon_2$ constant allows a ray to intersect a triangle slightly outside the
bounds of the triangle. This ensures that triangles that share an edge completely
cover pixels along that edge despite numerical precision limits. If $\epsilon_2$ is
too small, then single-pixel holes will very occasionally appear on that edge. If it
is too large, then all triangles will visibly appear to be too large.

Depending on your processor architecture, it may be faster to perform an early
test and potential return rather than allowing not-a-number and infinity propaga-
tion in the ill-conditioned case where $a \approx 0$. Many values can also be precom-
puted, for example, the edge lengths of the triangle, or at least be reused within
a single intersection, for example, $1.0f / a$. There’s a cottage industry of optim-
izing this intersection code for various architectures, compilers, and scene types
(e.g., [MT97] for scalar processors versus [WBB08] for vector processors). Let’s
forgo those low-level optimizations and stick to high-level algorithmic decisions.
In practice, most ray casters spend very little time in the ray intersection code
anyway. The fastest way to determine if a ray intersects a triangle is to never ask
that question in the first place. That is, in Chapter 37, we will introduce data structures that quickly and conservatively eliminate whole sets of triangles that the ray could not possibly intersect, without ever performing the ray-triangle intersection. So optimizing this routine now would only complicate it without affecting our long-term performance profile.

Our renderer only processes triangles. We could easily extend it to render scenes containing any kind of primitive for which we can provide a ray intersection solution. Surfaces defined by low-order equations, like the plane, rectangle, sphere, and cylinder, have explicit solutions. For others, such as bicubic patches, we can use root-finding methods.

15.4.4 Debugging

We now verify that the intersection code is correct. (The code we’ve given you is correct, but if you invoked it with the wrong parameters, or introduced an error when porting to a different language or support code base, then you need to learn how to find that error.) This is a good opportunity for learning some additional graphics debugging tricks, all of which demonstrate the Visual Debugging principle.

It would be impractical to manually examine every intersection result in a debugger or printout. That is because the *rayTrace* function invokes *intersect* thousands of times. So instead of examining individual results, we visualize the barycentric coordinates by setting the radiance at a pixel to be proportional to the barycentric coordinates following the Visual Debugging principle. Figure 15.6 shows the correct resultant image. If your program produces a comparable result, then your program is probably nearly correct.

What should you do if your result looks different? You can’t examine every result, and if you place a breakpoint in *intersect*, then you will have to step through hundreds of ray casts that miss the triangle before coming to the interesting intersection tests.

This is why we structured *rayTrace* to trace within a caller-specified rectangle, rather than the whole image. We can invoke the ray tracer on a single pixel from *main()*, or better yet, create a debugging interface where clicking on a pixel with the mouse invokes the single-pixel trace on the selected pixel. By setting breakpoints or printing intermediate results under this setup, we can investigate why an artifact appears at a specific pixel. For one pixel, the math is simple enough that we can also compute the desired results by hand and compare them to those produced by the program.

In general, even simple graphics programs tend to have large amounts of data. This may be many triangles, many pixels, or many frames of animation. The processing for these may also be running on many threads, or on a GPU. Traditional debugging methods can be hard to apply in the face of such numerous data and massive parallelism. Furthermore, the graphics development environment may preclude traditional techniques such as printing output or setting breakpoints. For example, under a hardware rendering API, your program is executing on an embedded processor that frequently has no access to the console and is inaccessible to your debugger.

Fortunately, three strategies tend to work well for graphics debugging.

1. Use assertions liberally. These cost you nothing in the optimized version of the program, pass silently in the debug version when the program operates
correctly, and break the program at the test location when an assertion is violated. Thus, they help to identify failure cases without requiring that you manually step through the correct cases.

2. Immediately reduce to the minimal test case. This is often a single-triangle scene with a single light and a single pixel. The trick here is to find the combination of light, triangle, and pixel that produces incorrect results. Assertions and the GUI click-to-debug scheme work well for that.

3. Visualize intermediate results. We have just rendered an image of the barycentric coordinates of eye-ray intersections with a triangle for a 400,000-pixel image. Were we to print out these values or step through them in the debugger, we would have little chance of recognizing an incorrect value in that mass of data. If we see, for example, a black pixel, or a white pixel, or notice that the red and green channels are swapped, then we may be able to deduce the nature of the error that caused this, or at least know which inputs cause the routine to fail.

15.4.5 Shading

We are now ready to implement shade. This routine computes the incident radiance at the intersection point \( P \) and how much radiance scatters back along the eye ray to the viewer.

Let’s consider only light transport paths directly from the source to the surface to the camera. Under this restriction, there is no light arriving at the surface from any directions except those to the lights. So we only need to consider a finite number of \( \omega_i \) values. Let’s also assume for the moment that there is always a line of sight to the light. This means that there will (perhaps incorrectly) be no shadows in the rendered image.

Listing 15.17 iterates over the light sources in the scene (note that we have only one in our test scene). For each light, the loop body computes the distance and direction to that light from the point being shaded. Assume that lights emit uniformly in all directions and are at finite locations in the scene. Under these assumptions, the incident radiance \( L_i \) at point \( P \) is proportional to the total power of the source divided by the square of the distance between the source and \( P \). This is because at a given distance, the light’s power is distributed equally over a sphere of that radius. Because we are ignoring shadowing, let the visible function always return true for now. In the future it will return false if there is no line of sight from the source to \( P \), in which case the light should contribute no incident radiance.

The outgoing radiance to the camera, \( L_o \), is the sum of the fraction of incident radiance that scatters in that direction. We abstract the scattering function into a BSDF. We implement this function as a class so that it can maintain state across multiple invocations and support an inheritance hierarchy. Later in this book, we will also find that it is desirable to perform other operations beyond invoking this function; for example, we might want to sample with respect to the probability distribution it defines. Using a class representation will allow us to later introduce additional methods for these operations.

The evaluateFiniteScatteringDensity method of that class evaluates the scattering function for the given incoming and outgoing angles. We always then take the product of this and the incoming radiance, modulated by the cosine
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Listing 15.17: The single-bounce shading code.

```cpp
void shade(const Scene& scene, const Triangle& T, const Point3& P,
           const Vector3& n, const Vector3& w_o, Radiance3& L_o) {
    L_o = Color3(0.0f, 0.0f, 0.0f);
    // For each direction (to a light source)
    for (unsigned int i = 0; i < scene.lightArray.size(); ++i) {
        const Light& light = scene.lightArray[i];
        const Vector3& offset = light.position - P;
        const float distanceToLight = offset.length();
        const Vector3& w_i = offset / distanceToLight;
        if (visible(P, w_i, distanceToLight, scene)) {
            const Radiance3& L_i = light.power / (4 * PI * square(distanceToLight));
            // Scatter the light
            L_o += L_i * T.bsdf(n).evaluateFiniteScatteringDensity(w_i, w_o) *
                   max(0.0, dot(w_i, n));
        }
    }
}
```

of the angle between \( w_i \) and \( n \) to account for the projected area over which incident radiance is distributed (by the Tilting principle).

### 15.4.6 Lambertian Scattering

The simplest implementation of the BSDF assumes a surface appears to be the same brightness independent of the viewer’s orientation. That is, \( \text{evaluateFiniteScatteringDensity} \) returns a constant. This is called Lambertian reflectance, and it is a good model for matte surfaces such as paper and flat wall paint. It is also trivial to implement. Listing 15.18 gives the implementation (see Section 14.9.1 for a little more detail and Chapter 29 for a lot more). It has a single member, \( \text{lambertian} \), that is the “color” of the surface. For energy conservation, this value should have all fields on the range \([0, 1]\).

Listing 15.18: Lambertian BSDF implementation, following Listing 14.6.

```cpp
class BSDF {
public:
    Color3 k_L;

    /** Returns \( f = L_o / (L_i \times w_i \cdot n) \) assuming
     incident and outgoing directions are both in the
     positive hemisphere above the normal */
    Color3 evaluateFiniteScatteringDensity
    (const Vector3& w_i, const Vector3& w_o) const {
        return k_L / PI;
    }
};
```

Figure 15.7 shows our triangle scene rendered with the Lambertian BSDF using \( k_L=\text{Color3}(0.0f, 0.0f, 0.8f) \). Because our triangle’s vertex
normals are deflected away from the plane defined by the vertices, the triangle appears curved. Specifically, the bottom of the triangle is darker because the \( w_i \cdot \dot{n} \) term in line 20 of Listing 15.17 falls off toward the bottom of the triangle.

### 15.4.7 Glossy Scattering

The Lambertian surface appears dull because it has no highlight. A common approach for producing a more interesting shiny surface is to model it with something like the Blinn-Phong scattering function. An implementation of this function with the energy conservation factor from Sloan and Hoffmann [AMHH08, 257] is given in Listing 15.19. See Chapter 27 for a discussion of the origin of this function and alternatives to it. This is a variation on the shading function that we saw back in Chapter 6 in WPF, only now we are implementing it instead of just adjusting the parameters on a black box. The basic idea is simple: Extend the Lambertian BSDF with a large radial peak when the normal lies close to halfway between the incoming and outgoing directions. This peak is modeled by a cosine raised to a power since that is easy to compute with dot products. It is scaled so that the outgoing radiance never exceeds the incoming radiance and so that the sharpness and total intensity of the peak are largely independent parameters.

Listing 15.19: Blinn-Phong BSDF scattering density.

```cpp
class BSDF {
public:
    Color3 k_L;
    Color3 k_G;
    float s;
    Vector3 n;
    ...

    Color3 evaluateFiniteScatteringDensity(const Vector3& w_i,
                                           const Vector3& w_o) const {
        const Vector3 w_h = (w_i + w_o).direction();
        return (k_L + k_G * ((s + 8.0f) * 
                             powf(std::max(0.0f, w_h.dot(n)), s) / 8.0f)) / PI;
    }
};
```

For this BSDF, choose \( \text{lambertian} + \text{glossy} < 1 \) at each color channel to ensure energy conservation, and \( \text{glossySharpness} \) typically in the range \([0, 2000] \). The \( \text{glossySharpness} \) is on a logarithmic scale, so it must be moved in larger increments as it becomes larger to have the same perceptual impact.

Figure 15.8 shows the green triangle rendered with the normalized Blinn-Phong BSDF. Here, \( k_L=\text{Color3}(0.0f, 0.0f, 0.8f) \), \( k_G=\text{Color3}(0.2f, 0.2f, 0.2f) \), and \( s=100.0f \).

### 15.4.8 Shadows

The \text{shade} function in Listing 15.17 only adds the illumination contribution from a light source if there is an unoccluded line of sight between that source and the point \( P \) being shaded. Areas that \textit{are} occluded are therefore darker. This absence of light is the phenomenon that we recognize as a shadow.
In our implementation, the line-of-sight visibility test is performed by the `visible` function, which is supposed to return `true` if and only if there is an unoccluded line of sight. While working on the shading routine we temporarily implemented `visible` to always return `true`, which means that our images contain no shadows. We now revisit the `visible` function in order to implement shadows.

We already have a powerful tool for evaluating line of sight: the `intersect` function. The light source is not visible from \( P \) if there is some intersection with another triangle. So we can test visibility simply by iterating over the scene again, this time using the shadow ray from \( P \) to the light instead of from the camera to \( P \). Of course, we could also test rays from the light to \( P \).

Listing 15.20 shows the implementation of `visible`. The structure is very similar to that of `sampleRayTriangle`. It has three major differences in the details. First, instead of shading the intersection, if we find any intersection we immediately return `false` for the visibility test. Second, instead of casting rays an infinite distance, we terminate when they have passed the light source. That is because we don’t care about triangles past the light—they could not possibly cast shadows on \( P \). Third and finally, we don’t really start our shadow ray cast at \( P \). Instead, we offset it slightly along the ray direction. This prevents the ray from reintersecting the surface containing \( P \) as soon as it is cast.

```cpp
bool visible(const Vector3 &P, const Vector3 &direction, float distance, const Scene &scene) {
    static const float rayBumpEpsilon = 1e-4;
    const Ray shadowRay(P + direction * rayBumpEpsilon, direction);
    distance -= rayBumpEpsilon;
    // Test each potential shadow caster to see if it lies between P and the light
    float ignore[3];
    for (unsigned int s = 0; s < scene.triangleArray.size(); ++s) {
        if (intersect(shadowRay, scene.triangleArray[s], ignore) < distance) {
            // This triangle is closer than the light
            return false;
        }
    }
    return true;
}
```

Our single-triangle scene is insufficient for testing shadows. We require one object to cast shadows and another to receive them. A simple extension is to add a quadrilateral “ground plane” onto which the green triangle will cast its shadow. Listing 15.21 gives code to create this scene. Note that this code also adds another triangle with the same vertices as the green one but the opposite winding order. Because our triangles are single-sided, the green triangle would not cast a shadow. We need to add the back of that surface, which will occlude the rays cast upward toward the light from the ground.

**Inline Exercise 15.7:** Walk through the intersection code to verify the claim that without the second “side,” the green triangle would cast no shadow.
Figure 15.9 shows how the new scene should render before you implement shadows. If you do not see the ground plane under your own implementation, the most likely error is that you failed to loop over all triangles in one of the ray-casting routines.

Listing 15.21: Scene-creation code for a two-sided triangle and a ground plane.

```cpp
void makeOneTriangleScene(Scene& s) {  
s.triangleArray.resize(1);  
s.triangleArray[0] =  
  Triangle(Vector3(0,1,-2), Vector3(-1.9,-1,-2), Vector3(1.6,-0.5,-2),  
   Vector3(0,0.6f,1).direction(),  
   Vector3(-0.4f,-0.4f, 1.0f).direction(),  
   Vector3(0.4f,-0.4f, 1.0f).direction(),  
   BSDF(Color3::green() * 0.8f,Color3::white() * 0.2f, 100));  
}

void makeTrianglePlusGroundScene(Scene&s) {  
makeOneTriangleScene(s);  
  // Invert the winding of the triangle  
s.triangleArray.push_back  
  (Triangle(Vector3(-1.9,-1,-2), Vector3(0,1,-2),  
   Vector3(1.6,-0.5,-2), Vector3(-0.4f,-0.4f, 1.0f).direction(),  
   Vector3(0,0.6f,1).direction(), Vector3(0.4f,-0.4f, 1.0f).direction(),  
   BSDF(Color3::green() * 0.8f,Color3::white() * 0.2f, 100)));  
  // Ground plane  
const float groundY = -1.0f;  
const Color3 groundColor = Color3::white() * 0.8f;  
s.triangleArray.push_back  
  (Triangle(Vector3(-10, groundY, -10), Vector3(-10, groundY, -0.01f),  
   Vector3(10, groundY, -0.01f),  
   Vector3::unitY(), Vector3::unitY(), Vector3::unitY(), groundColor));  
}
```

Figure 15.10 shows the scene rendered with `visible` implemented correctly. If the `rayBumpEpsilon` is too small, then shadow acne will appear on the green triangle. This artifact is shown in Figure 15.11. An alternative to starting the ray artificially far from \( P \) is to explicitly exclude the previous triangle from the shadow ray intersection computation. We chose not to do that because, while appropriate for unstructured triangles, it would be limiting to maintain that custom ray intersection code as our scene became more complicated. For example, we would like to later abstract the scene data structure from a simple array of triangles. The abstract data structure might internally employ a hash table or tree and have complex methods. Pushing the notion of excluding a surface into such a data structure could complicate that data structure and compromise its general-purpose use. Furthermore, although we are rendering only triangles now,
we might wish to render other primitives in the future, such as spheres or implicit surfaces. Such primitives can intersect a ray multiple times. If we assume that the shadow ray never intersects the current surface, those objects would never self-shadow.

### 15.4.9 A More Complex Scene

Now that we’ve built a renderer for one or two triangles, it is no more difficult to render scenes containing many triangles. Figure 15.12 shows a shiny, gold-colored teapot on a white ground plane. We parsed a file containing the vertices of the corresponding triangle mesh, appended those triangles to the `Scene`’s triangle array, and then ran the existing renderer on it. This scene contains about 100 triangles, so it renders about 100 times slower than the single-triangle scene. We can make arbitrarily more complex geometry and shading functions for the renderer. We are only limited by the quality of our models and our rendering performance, both of which will be improved in subsequent chapters.

This scene looks impressive (at least, relative to the single triangle) for two reasons. First, we see some real-world phenomena, such as shiny highlights, shadows, and nice gradients as light falls off. These occurred naturally from following the geometric relationships between light and surfaces in our implementation.

Second, the image resembles a recognizable object, specifically, a teapot. Unlike the illumination phenomena, nothing in our code made this look like a teapot. We simply loaded a triangle list from a data file that someone (originally, Jim Blinn) happened to have manually constructed. This teapot triangle list is a classic model in graphics. You can download the triangle mesh version used here from [http://graphics.cs.williams.edu/data](http://graphics.cs.williams.edu/data) among other sources. Creating models like this is a separate problem from rendering, discussed in Chapter 22 and many others. Fortunately, there are many such models available, so we can defer the modeling problem while we discuss rendering.

We can learn a lesson from this. A strength and weakness of computer graphics as a technical field is that often the data contributes more to the quality of the final image than the algorithm. The same algorithm rendered the teapot and the green triangle, but the teapot looks more impressive because the data is better. Often a truly poor approximation algorithm will produce stunning results when a master artist creates the input—the commercial success of the film and game industries has largely depended on this fact. Be aware of this when judging algorithms based on rendered results, and take advantage of it by importing good artwork to demonstrate your own algorithms.

### 15.5 Intermezzo

To render a scene, we needed to iterate over both triangles and pixels. In the previous section, we arbitrarily chose to arrange the pixel loop on the outside and the triangle loop on the inside. That yielded the ray-casting algorithm. The ray-casting algorithm has three nice properties: It somewhat mimics the underlying physics, it separates the visibility routine from the shading routine, and it leverages the same ray-triangle intersection routine for both eye rays and shadow rays.
Admittedly, the relationship between ray casting and physics at the level demonstrated here is somewhat tenuous. Real photons propagate along rays from the light source to a surface to an eye, and we traced that path backward. Real photons don’t all scatter into the camera. Most photons from the light source scatter away from the camera, and much of the light that is scattered toward the camera from a surface didn’t arrive at that surface directly from the light. Nonetheless, an algorithm for sampling light along rays is a very good starting point for sampling photons, and it matches our intuition about how light should propagate. You can probably imagine improvements that would better model the true scattering behavior of light. Much of the rest of this book is devoted to such models.

In the next section, we invert the nesting order of the loops to yield a rasterizer algorithm. We then explore the implications of that change. We already have a working ray tracer to compare against. Thus, we can easily test the correctness of our changes by comparing against the ray-traced image and intermediate results. We also have a standard against which to measure the properties of the new algorithm. As you read the following section and implement the program that it describes, consider how the changes you are making affect code clarity, modularity, and efficiency. Particularly consider efficiency in both a wall-clock time and an asymptotic run time sense. Think about applications for which one of rasterization and ray casting is a better fit than the other.

These issues are not restricted to our choice of the outer loop. All high-performance renderers subdivide the scene and the image in sophisticated ways. The implementer must choose how to make these subdivisions and for each must again revisit whether to iterate first over pixels (i.e., ray directions) or triangles. The same considerations arise at every level, but they are evaluated differently based on the expected data sizes at that level and the machine architecture.

### 15.6 Rasterization

We now move on to implement the rasterizing renderer, and compare it to the ray-casting renderer, observing places where each is more efficient and how the restructuring of the code allows for these efficiencies. The relatively tiny change turns out to have substantial impact on computation time, communication demands, and cache coherence.

#### 15.6.1 Swapping the Loops

Listing 15.22 shows an implementation of `rasterize` that corresponds closely to `rayTrace` with the nesting order inverted. The immediate implication of inverting the loop order is that we must store the distance to the closest known intersection at each pixel in a large buffer (depthBuffer), rather than in a single float. This is because we no longer process a single pixel to completion before moving to another pixel, so we must store the intermediate processing state. Some implementations store the depth as a distance along the z-axis, or as the inverse of that distance. We choose to store distance along an eye ray to more closely match the ray-caster structure.

The same intermediate state problem arises for the ray \( R \). We could create a buffer of rays. In practice, the rays are fairly cheap to recompute and don’t justify storage, and we will soon see alternative methods for eliminating the per-pixel ray computation altogether.
Listing 15.22: Rasterizer implemented by simply inverting the nesting order of the loops from the ray tracer, but adding a DepthBuffer.

```c
void rasterize(Image& image, const Scene& scene, const Camera& camera)
{
    const int w = image.width(), h = image.height();
    DepthBuffer depthBuffer(w, h, INFINITY);

    // For each triangle
    for (unsigned int t = 0; t < scene.triangleArray.size(); ++t) {
        const Triangle& T = scene.triangleArray[t];

        // Very conservative bounds: the whole screen
        const int x0 = 0;
        const int y0 = 0;
        const int x1 = w;
        const int y1 = h;

        // For each pixel
        for (int y = y0; y < y1; ++y) {
            for (int x = x0; x < x1; ++x) {
                const Ray& R = computeEyeRay(x, y, w, h, camera);
                Radiance3 L_o;
                float distance = depthBuffer.get(x, y);
                if (sampleRayTriangle(scene, x, y, R, T, L_o, distance)) {
                    image.set(x, y, L_o);
                    depthBuffer.set(x, y, distance);
                }
            }
        }
    }
}
```

The DepthBuffer class is similar to Image, but it stores a single float at each pixel. Buffers over the image domain are common in computer graphics. This is a good opportunity for code reuse through polymorphism. In C++, the main polymorphic language feature is the template, which corresponds to templates in C# and generics in Java. One could design a templated Buffer class and then instantiate it for Radiance3, float, or whatever per-pixel data was desired. Since methods for saving to disk or gamma correction may not be appropriate for all template parameters, those are best left to subclasses of a specific template instance.

For the initial rasterizer implementation, this level of design is not required. You may simply implement DepthBuffer by copying the Image class implementation, replacing Radiance3 with float, and deleting the display and save methods. We leave the implementation as an exercise.

**Inline Exercise 15.8:** Implement DepthBuffer as described in the text.

After implementing Listing 15.22, we need to test the rasterizer. At this time, we trust our ray tracer’s results. So we run the rasterizer and ray tracer on the same scene, for which they should generate identical pixel values. As before, if the results are not identical, then the differences may give clues about the nature of the bug.
15.6.2 Bounding-Box Optimization

So far, we implemented rasterization by simply inverting the order of the for-each-triangle and for-each-pixel loops in a ray tracer. This performs many ray-triangle intersection tests that will fail. This is referred to as poor sample test efficiency.

We can significantly improve sample test efficiency, and therefore performance, on small triangles by only considering pixels whose centers are near the projection of the triangle. To do this we need a heuristic for efficiently bounding each triangle’s projection. The bound must be conservative so that we never miss an intersection. The initial implementation already used a very conservative bound. It assumed that every triangle’s projection was “near” every pixel on the screen. For large triangles, that may be true. For triangles whose true projection is small in screen space, that bound is too conservative.

The best bound would be a triangle’s true projection, and many rasterizers in fact use that. However, there are significant amounts of boilerplate and corner cases in iterating over a triangular section of an image, so here we will instead use a more conservative but still reasonable bound: the 2D axis-aligned bounding box about the triangle’s projection. For a large nondegenerate triangle, this covers about twice the number of pixels as the triangle itself.

**Inline Exercise 15.9:** Why is it true that a large-area triangle covers at most about half of the samples of its bounding box? What happens for a small triangle, say, with an area smaller than one pixel? What are the implications for sample test efficiency if you know the size of triangles that you expect to render?

The axis-aligned bounding box, however, is straightforward to compute and will produce a significant speedup for many scenes. It is also the method favored by many hardware rasterization designs because the performance is very predictable, and for very small triangles the cost of computing a more accurate bound might dominate the ray-triangle intersection test.

The code in Listing 15.23 determines the bounding box of a triangle $T$. The code projects each vertex from the camera’s 3D reference frame onto the plane $z = -1$, and then maps those vertices into the screen space 2D reference frame. This operation is handled entirely by the `perspectiveProject` helper function. The code then computes the minimum and maximum screen-space positions of the vertices and rounds them (by adding 0.5 and then casting the floating-point values to integers) to integer pixel locations to use as the for-each-pixel bounds.

The interesting work is performed by `perspectiveProject`. This inverts the process that `computeEyeRay` performed to find the eye-ray origin (before advancing it to the near plane). A direct implementation following that derivation is given in Listing 15.24. Chapter 13 gives a derivation for this operation as a matrix-vector product followed by a homogeneous division operation. That implementation is more appropriate when the perspective projection follows a series of other transformations that are also expressed as matrices so that the cost of the matrix-vector product can be amortized over all transformations. This version is potentially more computationally efficient (assuming that the constant subexpressions are precomputed) for the case where there are no other transformations; we also give this version to remind you of the derivation of the perspective projection matrix.
15.6 Rasterization

Listing 15.23: Projecting vertices and computing the screen-space bounding box.

```cpp
def concept Vector2 low(image.width(), image.height());
Vector2 high(0, 0);

for (int v = 0; v < 3; ++v) {
lconst Vector2& X = perspectiveProject(T.vertex(v), image.width()
(), image.height(), camera);
high = high.max(X);
low = low.min(X);
}
def concept int x0 = (int)(low.x + 0.5f);
def concept int x1 = (int)(high.x + 0.5f);
def concept int y0 = (int)(low.y + 0.5f);
def concept int y1 = (int)(high.y + 0.5f);
```

Listing 15.24: Perspective projection.

```cpp
def concept Vector2 perspectiveProject(const Vector3& P, int width, int height,
def concept Camera& camera) {
def concept float aspect = float(height) / width;
// Project onto z = -1
Vector2 Q(-P.x / P.z, -P.y / P.z);
def concept float s = -2.0f * tan(camera.fieldOfViewX * 0.5f);
Q.x = width * (-Q.x / s + 0.5f);
Q.y = height * (Q.y / (s * aspect) + 0.5f);
return Q;
}
```

Integrate the listings from this section into your rasterizer and run it. The results should exactly match the ray tracer and simpler rasterizer. Furthermore, it should be measurably faster than the simple rasterizer (although both are likely so fast for simple scenes that rendering seems instantaneous).

Simply verifying that the output matches is insufficient testing for this optimization. We’re computing bounds, and we could easily have computed bounds that were way too conservative but still happened to cover the triangles for the test scene.

A good follow-up test and debugging tool is to plot the 2D locations to which the 3D vertices projected. To do this, iterate over all triangles again, after the scene has been rasterized. For each triangle, compute the projected vertices as before. But this time, instead of computing the bounding box, directly render the projected vertices by setting the corresponding pixels to white (of course, if there were bright white objects in the scene, another color, such as red, would be a better choice!). Our single-triangle test scene was chosen to be asymmetric. So this test should reveal common errors such as inverting an axis, or a half-pixel shift between the ray intersection and the projection routine.
15.6.3 Clipping to the Near Plane

Note that we can’t apply `perspectiveProject` to points for which \( z \geq 0 \) to generate correct bounds in the invoking rasterizer. A common solution to this problem is to introduce some “near” plane \( z = z_n \) for \( z_n < 0 \) and clip the triangle to it. This is the same as the near plane (\( z_{\text{Near}} \) in the code) that we used earlier to compute the ray origin—since the rays began at the near plane, the ray tracer was also clipping the visible scene to the plane.

Clipping may produce a triangle, a degenerate triangle that is a line or point at the near plane, no intersection, or a quadrilateral. In the latter case we can divide the quadrilateral along one diagonal so that the output of the clipping algorithm is always either empty or one or two (possibly degenerate) triangles.

Clipping is an essential part of many rasterization algorithms. However, it can be tricky to implement well and distracts from our first attempt to simply produce an image by rasterization. While there are rasterization algorithms that never clip [Bli93, OG97], those are much more difficult to implement and optimize. For now, we’ll ignore the problem and require that the entire scene is on the opposite side of the near plane from the camera. See Chapter 36 for a discussion of clipping algorithms.

15.6.4 Increasing Efficiency

15.6.4.1 2D Coverage Sampling

Having refactored our renderer so that the inner loop iterates over pixels instead of triangles, we now have the opportunity to substantially amortize much of the work of the ray-triangle intersection computation. Doing so will also build our insight for the relationship between a 3D triangle and its projection, and hint at how it is possible to gain the large constant performance factors that make the difference between offline and interactive rendering.

The first step is to transform the 3D ray-triangle intersection test by projection into a 2D point-in-triangle test. In rasterization literature, this is often referred to as the visibility problem or visibility testing. If a pixel center does not lie in the projection of a triangle, then the triangle is certainly “invisible” when we look through the center of projection of that pixel. However, the triangle might also be invisible for other reasons, such as a nearer triangle that occludes it, which is not considered here. Another term that has increasing popularity is more accurate: coverage testing, as in “Does the triangle cover the sample?” Coverage is a necessary but not sufficient condition for visibility.

We perform the coverage test by finding the 2D barycentric coordinates of every pixel center within the bounding box. If the 2D barycentric coordinates at a pixel center show that the pixel center lies within the projected triangle, then the 3D ray through the pixel center will also intersect the 3D triangle [Pin88]. We’ll soon see that computing the 2D barycentric coordinates of several adjacent pixels can be done very efficiently compared to computing the corresponding 3D ray-triangle intersections.

15.6.4.2 Perspective-Correct Interpolation

For shading we will require the 3D barycentric coordinates of every ray-triangle intersection that we use, or some equivalent way of interpolating vertex attributes such as surface normals, texture coordinates, and per-vertex colors. We cannot
directly use the 2D barycentric coordinates from the coverage test for shading. That is because the 3D barycentric coordinates of a point on the triangle and the 2D barycentric coordinates of the projection of that point within the projection of the triangle are generally not equal. This can be seen in Figure 15.13. The figure shows a square in 3D with vertices \(A, B, C,\) and \(D,\) viewed from an oblique perspective so that its 2D projection is a trapezoid. The centroid of the 3D square is point \(E,\) which lies at the intersection of the diagonals. Point \(E\) is halfway between 3D edges \(AB\) and \(CD,\) yet in the 2D projection it is clearly much closer to edge \(CD.\)

In terms of triangles, for triangle \(ABC,\) the 3D barycentric coordinates of \(E\) must be \(w_A = \frac{1}{2}, w_B = 0, w_C = \frac{1}{2}.\) The projection of \(E\) is clearly not halfway along the 2D line segment between the projections of \(A\) and \(C.\) (We saw this phenomenon in Chapter 10 as well.)

Fortunately, there is an efficient analog to 2D linear interpolation for projected 3D linear interpolation. This is interchangeably called hyperbolic interpolation [Bli93], perspective-correct interpolation [OG97], and rational linear interpolation [Hec90].

The perspective-correct interpolation method is simple. We can express it intuitively as, for each scalar vertex attribute \(u,\) linearly interpolate both \(u' = u/z\) and \(1/z\) in screen space. At each pixel, recover the 3D linearly interpolated attribute value from these by \(u = u'/(1/z).\) See the following sidebar for a more formal explanation of why this works.

Let \(u(x, y, z)\) be some scalar attribute (e.g., albedo, \(u\) texture coordinate) that varies linearly over the polygon. Two equivalent definitions may be more intuitive: (a) \(u\) is defined at vertices by specific values and varies by barycentric interpolation between them; (b) \(u\) has the form of a 3D plane equation, \(u(x, y, z) = ax + by + cz + d.\)

When the polygon is projected into screen space by the transformation \((x, y, z) \rightarrow (-x/z, -y/z, -1)\) for an image plane at \(z = -1,\) then the function 
\[-u(x, y, z)/z\]
varies linearly in screen space. Instead of linear interpolation in screen space, we need to perform a kind of “hyperbolic interpolation” to correctly evaluate \(u\) as follows.

Let \(P\) and \(Q\) be points on the 3D polygon, and let \(u(P)\) and \(u(Q)\) be some function that varies linearly across the plane of the 3D polygon evaluated at those points. Let \(P' = -P/z_P\) be the projection of \(P\) and \(Q' = -Q/z_Q\) be the projection of \(Q.\) At point \(M\) on line \(PQ\) that projects to \(M' = \alpha P' + (1 - \alpha)Q',\) the value of \(u(M)\) satisfies

\[
\frac{u(M)}{-z_M} = \alpha \frac{u(P)}{-z_P} + (1 - \alpha) \frac{u(Q)}{-z_Q},
\]

while \(-1/z_M\) satisfies

\[
\frac{1}{-z_M} = \alpha \frac{1}{-z_P} + (1 - \alpha) \frac{1}{-z_Q}.
\]

Solving for \(u(M)\) yields

\[
u(M) = \frac{\alpha \frac{u(P)}{-z_P} + (1 - \alpha) \frac{u(Q)}{-z_Q}}{\alpha \frac{1}{-z_P} + (1 - \alpha) \frac{1}{-z_Q}}.
\]
Because for each screen raster (i.e., row of pixels) we hold $P$ and $Q$ constant and vary $\alpha$ linearly, we can simplify the expression above to define a directly parameterized function $u'(\alpha)$:

$$u'(\alpha) = \frac{\alpha \cdot z_Q \cdot u(P) + (1-\alpha)z_P \cdot u(Q)}{\alpha \cdot z_Q + (1-\alpha)z_P}.$$  \hspace{1cm} (15.8)

This is often more casually, but memorably, phrased as “In screen space, the perspective-correct interpolation of $u$ is the quotient of the linear interpolation of $u/z$ by the linear interpolation of $1/z$.”

We can apply the perspective-correct interpolation strategy to any number of per-vertex attributes, including the vertex normals and texture coordinates. That leaves us with input data for our $\text{shade}$ function, which remains unchanged from its implementation in the ray tracer.

### 15.6.4.3 2D Barycentric Weights

To implement the perspective-correct interpolation strategy, we need only find an expression for the 2D barycentric weights at the center of each pixel. Consider the barycentric weight corresponding to vertex $A$ of a point $Q$ within a triangle $ABC$. Recall from Section 7.9 that this weight is the ratio of the distance from $Q$ to the line containing $BC$ to the distance from $A$ to the line containing $BC$, that is, it is the relative distance across the triangle from the opposite edge. Listing 15.25 gives code for computing a barycentric weight in 2D.

**Listing 15.25: Computing one barycentric weight in 2D.**

```cpp
/** Returns the distance from Q to the line containing B and A. */
float lineDistance2D(const Point2& A, const Point2& B, const Point2& Q) {
    // Construct the line align:
    const Vector2 n(A.y - B.y, B.x - A.x);
    const float d = A.x * B.y - B.x * A.y;
    return (n.dot(Q) + d) / n.length();
}

/** Returns the barycentric weight corresponding to vertex A of Q in triangle ABC */
float bary2D(const Point2& A, const Point2& B, const Point2& C, const Point2& Q) {
    return lineDistance2D(B, C, Q) / lineDistance2D(B, C, A);
}
```

**Inline Exercise 15.10:** Under what condition could `lineDistance2D` return 0, or `n.length()` be 0, leading to a division by zero? Change your rasterizer to ensure that this condition never occurs. Why does this not affect the final rendering? What situation does this correspond to in a ray caster? How did we resolve that case when ray casting?

The rasterizer structure now requires a few changes from our previous version. It will need the post-projection vertices of the triangle after computing the bounding box in order to perform interpolation. We could either retain them from the bounding-box computation or just compute them again when needed later. We’ll recompute the values when needed because it trades a small amount of efficiency
for a simpler interface to the bounding function, which makes the code easier to write and debug. Listing 15.26 shows the bounding box function. The rasterizer must compute versions of the vertex attributes, which in our case are just the vertex normals, that are scaled by the $\frac{1}{z}$ value (which we call $w$) for the corresponding post-projective vertex. Both of those are per-triangle changes to the code. Finally, the inner loop must compute visibility from the 2D barycentric coordinates instead of from a ray cast. The actual shading computation remains unchanged from the original ray tracer, which is good—we’re only looking at strategies for visibility, not shading, so we’d like each to be as modular as possible. Listing 15.27 shows the loop setup of the original rasterizer updated with the bounding-box and 2D barycentric approach. Listing 15.28 shows how the inner loops change.

**Listing 15.26: Bounding box for the projection of a triangle, invoked by rasterize3 to establish the pixel iteration bounds.**

```cpp
void computeBoundingBox(const Triangle& T, const Camera& camera, const Image& image, 
Vector2 V[3], int& x0, int& y0, int& x1, int& y1) {
    Vector2 high(image.width(), image.height());
    Vector2 low(0, 0);
    for (int v=0 ; v<3; ++v) {
        const Point2& X = perspectiveProject(T.vertex(v), image.width(),
        image.height(), camera);
        V[v] = X;
        high = high.max(X);
        low = low.min(X);
    }
    x0=(int)floor(low.x);
    x1=(int)ceil(high.x);
    y0=(int)floor(low.y);
    y1=(int)ceil(high.y);
}
```

**Listing 15.27: Iteration setup for a barycentric (edge align) rasterizer.**

```cpp
/** 2D barycentric evaluation w. perspective-correct attributes */
void rasterize3(Image& image, const Scene& scene, 
const Camera& camera){
    DepthBuffer depthBuffer(image.width(), image.height(), INFINITY);

    // For each triangle
    for (unsigned int t = 0; t < scene.triangleArray.size(); ++t) {
        const Triangle& T = scene.triangleArray[t];

        // Projected vertices
        Vector2 V[3];
        int x0, y0, x1, y1;
        computeBoundingBox{T, camera, image, V, x0, y0, x1, y1};

        // Vertex attributes, divided by -z
        float vertexW[3];
        Vector3 vertexNw[3];
        Point3 vertexPw[3];
        for (int v = 0; v < 3; ++v) {
```
const float w = -1.0f / T.vertex(v).z;
vertexW[v] = w;
vertexPw[v] = T.vertex(v) * w;
vertexNw[v] = T.normal(v) * w;
}

// For each pixel
for (int y = y0; y < y1; ++y) {
    for (int x = x0; x < x1; ++x) {
        // The pixel center
        const Point2 Q(x + 0.5f, y + 0.5f);
        ...
    }
}

// 2D Barycentric weights
const float weight2D[3] =
    {bary2D(V[0], V[1], V[2], Q),
     bary2D(V[1], V[2], V[0], Q),
     bary2D(V[2], V[0], V[1], Q)};

if ((weight2D[0]>0) && (weight2D[1]>0) && (weight2D[2]>0)) {
    // Interpolate depth
    float w = 0.0f;
    for (int v = 0; v < 3; ++v) {
        w += weight2D[v] * vertexW[v];
    }
}

// Interpolate projective attributes, e.g., P', n'
Point3 Pw;
Vector3 nw;
for (int v = 0; v < 3; ++v) {
    Pw += weight2D[v] * vertexPw[v];
    nw += weight2D[v] * vertexNw[v];
}

// Recover interpolated 3D attributes; e.g., P' -> P, n' -> n
const Point3& P = Pw / w;
const Vector3& n = nw / w;

const float depth = P.length();
// We could also use depth = z-axis distance: depth = -P.z

// Depth test
if (depth < depthBuffer.get(x, y)) {
    // Shade
    Radiance3 L_o;
    const Vector3& w_o = -P.direction();

    // Make the surface normal have unit length
    const Vector3& unitN = n.direction();
shade(scene, T, P, unitN, w_o, L_o);

depthBuffer.set(x, y, depth);
image.set(x, y, L_o);
}
}
}
}
}

To just test coverage, we don’t need the magnitude of the barycentric weights. We only need to know that they are all positive. That is, that the current sample is on the positive side of every line bounding the triangle. To perform that test, we could use the distance from a point to a line instead of the full bary2D result. For this reason, this approach to rasterization is also referred to as testing the edge aligns at each sample. Since we need the barycentric weights for interpolation anyway, it makes sense to normalize the distances where they are computed. Our first instinct is to delay that normalization at least until after we know that the pixel is going to be shaded. However, even for performance, that is unnecessary—if we’re going to optimize the inner loop, a much more significant optimization is available to us.

In general, barycentric weights vary linearly along any line through a triangle. The barycentric weight expressions are therefore linear in the loop variables x and y. You can see this by expanding bary2D in terms of the variables inside lineDistance2D, both from Listing 15.25. This becomes

\[
\text{bary2D}(A, B, C, \text{Vector2}(x, y)) = \frac{(n \cdot (x, y) + d)/|n|}{(n \cdot C + d)/|n|} = r \cdot x + s \cdot y + t,
\]

where the constants r, s, and t depend only on the triangle, and so are invariant across the triangle. We are particularly interested in properties invariant over horizontal and vertical lines, since those are our iteration directions.

For instance, y is invariant over the innermost loop along a scanline. Because the expressions inside the inner loop are constant in y (and all properties of T) and linear in x, we can compute them incrementally by accumulating derivatives with respect to x. That means that we can reduce all the computation inside the innermost loop and before the branch to three additions. Following the same argument for y, we can also reduce the computation that moves between rows to three additions. The only unavoidable operations are that for each sample that enters the branch for shading, we must perform three multiplications per scalar attribute; and we must perform a single division to compute \(z = -1/w\), which is amortized over all attributes.

### 15.6.4.4 Precision for Incremental Interpolation

We need to think carefully about precision when incrementally accumulating derivatives rather than explicitly performing linear interpolation by the barycentric coordinates. To ensure that rasterization produces complementary pixel coverage for adjacent triangles with shared vertices (“watertight rasterization”), we must ensure that both triangles accumulate the same barycentric values at the shared edge as they iterate across their different bounding boxes. This means that we need an exact representation of the barycentric derivative. To accomplish this, we must
first round vertices to some imposed precision (say, one-quarter of a pixel width), and must then choose a representation and maximum screen size that provide exact storage.

The fundamental operation in the rasterizer is a 2D dot product to determine the side of the line on which a point lies. So we care about the precision of a multiplication and an addition. If our screen resolution is \( w \times h \) and we want \( k \times k \) subpixel positions for snapping or antialiasing, then we need \( \lceil \log_2 (k \cdot \max(w, h)) \rceil \) bits to store each scalar value. At \( 1920 \times 1080 \) (i.e., effectively \( 2048 \times 2048 \)) with \( 4 \times 4 \) subpixel precision, that’s 14 bits. To store the product, we need twice as many bits. In our example, that’s 28 bits. This is too large for the 23-bit mantissa portion of the IEEE 754 32-bit floating-point format, which means that we cannot implement the rasterizer using the single-precision float data type. We can use a 32-bit integer, representing a 24.4 fixed-point value. In fact, within that integer’s space limitations we can increase screen resolution to \( 8192 \times 8192 \) at \( 4 \times 4 \) subpixel resolution. This is actually a fairly low-resolution subpixel grid, however. In contrast, DirectX 11 mandates eight bits of subpixel precision in each dimension. That is because under low subpixel precision, the aliasing pattern of a diagonal edge moving slowly across the screen appears to jump in discrete steps rather than evolve slowly with motion.

### 15.6.5 Rasterizing Shadows

Although we are now rasterizing primary visibility, our shade routine still determines the locations of shadows by casting rays. Shadowing from a local point source is equivalent to “visibility” from the perspective of that source. So we can apply rasterization to that visibility problem as well.

A shadow map [Wil78] is an auxiliary depth buffer rendered from a camera placed at the light’s location. This contains the same distance information as obtained by casting rays from the light to selected points in the scene. The shadow map can be rendered in one pass over the scene geometry before the camera’s view is rendered. Figure 15.14 shows a visualization of a shadow map, which is a common debugging aid.

When a shadowing computation arises during rendering from the camera’s view, the renderer uses the shadow map to resolve it. For a rendered point to be unshadowed, it must be simultaneously visible to both the light and the camera. Recall that we are assuming a pinhole camera and a point light source, so the

![Figure 15.14: Left: A shadow map visualized with black = near the light and white = far from the light. Right: The camera’s view of the scene with shadows.](image)
paths from the point to each are defined by line segments of known length and orientation. Projecting the 3D point into the image space of the shadow map gives a 2D point. At that 2D point (or, more precisely, at a nearby one determined by rounding to the sampling grid for the shadow map) we previously stored the distance from the light to the first scene point, that is, the key information about the line segment. If that stored distance is equal to the distance from the 3D point to the 3D light source, then there must not have been any occluding surface and our point is lit. If the distance is less, then the point is in shadow because the light observes some other, shadow-casting, point first along the ray. This depth test must of course be conservative and approximate; we know there will be aliasing from both 2D discretization of the shadow map and its limited precision at each point.

Although we motivated shadow maps in the context of rasterization, they may be generated by or used to compute shadowing with both rasterization and ray casting renderers. There are often reasons to prefer to use the same visibility strategy throughout an application (e.g., the presence of efficient rasterization hardware), but there is no algorithmic constraint that we must do so.

When using a shadow map with triangle rasterization, we can amortize the cost of perspective projection into the shadow map over the triangle by performing most of the computational work at the vertices and then interpolating the results. The result must be interpolated in a perspective-correct fashion, of course. The key is that we want to be perspective-correct with respect to the matrix that maps points in world space to the shadow map, not to the viewport.

Recall the perspective-correct interpolation that we used for positions and texture coordinates (see previous sidebar, which essentially relied on linearly interpolating quantities of the form $\vec{u}/z$ and $w = -1/z$). If we multiply world-space vertices by the matrix that transforms them into 2D shadow map coordinates but do not perform the homogeneous division, then we have a value that varies linearly in the homogeneous clip space of the virtual camera at the light that produces the shadow map. In other words, we project each vertex into both the viewing camera’s and the light camera’s homogeneous clip space. We next perform the homogeneous division for the visible camera only and interpolate the four-component homogeneous vector representing the shadow map coordinate in a perspective-correct fashion in screen space. We next perform the perspective division for the shadow map coordinate at each pixel, paying only for the division and not the matrix product at each pixel. This allows us to transform to the light’s projective view volume once per vertex and then interpolate those coordinates using the infrastructure already built for interpolating other elements. The reuse of a general interpolation mechanism and optimization of reducing transformations should naturally suggest that this approach is a good one for a hardware implementation of the graphics pipeline. Chapter 38 discusses how some of these ideas manifest in a particular graphics processor.

### 15.6.6 Beyond the Bounding Box

A triangle touching $O(n)$ pixels may have a bounding box containing $O(n^2)$ pixels. For triangles with all short edges, especially those with an area of about one pixel, rasterizing by iterating through all pixels in the bounding box is very efficient. Furthermore, the rasterization workload is very predictable for meshes of such triangles, since the number of tests to perform is immediately evident from the box bounds, and rectangular iteration is generally easier than triangular iteration.
For triangles with some large edges, iterating over the bounding box is a poor strategy because \(n^2 \gg n\) for large \(n\). In this case, other strategies can be more efficient. We now describe some of these briefly. Although we will not explore these strategies further, they make great projects for learning about hardware-aware algorithms and primary visibility computation.

15.6.6.1 Hierarchical Rasterization

Since the bounding-box rasterizer is efficient for small triangles and is easy to implement, a natural algorithmic approach is to recursively apply the bounding-box algorithm at increasingly fine resolution. This strategy is called **hierarchical rasterization** [Gre96].

Begin by dividing the entire image along a very coarse grid, such as into 16 \(\times\) 16 macro-pixels that cover the entire screen. Apply a conservative variation of the bounding-box algorithm to these. Then subdivide the coarse grid and recursively apply the rasterization algorithm within all of the macro cells that overlapped the bounding box.

The algorithm could recur until the macro-pixels were actually a single pixel. However, at some point, we are able to perform a large number of tests either with Single Instruction Multiple Data (SIMD) operations or by using bitmasks packed into integers, so it may not always be a good idea to choose a single pixel as the base case. This is similar to the argument that you shouldn’t quicksort all the way down to a length 1 array; for small problem sizes, the constant factors affect the performance more than the asymptotic bound.

For a given precision, one can precompute all the possible ways that a line passes through a tile of samples. These can be stored as bitmasks and indexed by the line’s intercept points with the tile [FFR83, SW83]. For each line, using one bit to encode whether the sample is in the positive half-plane of the line allows an 8 \(\times\) 8 pattern to fit in a single unsigned 64-bit integer. The bitwise AND of the patterns for the three line aligns defining the triangle gives the coverage mask for all 64 samples. One can use this trick to cull whole tiles efficiently, as well as avoiding per-sample visibility tests. (Kautz et al. [KLA04] extended this to a clever algorithm for rasterizing triangles onto hemispheres, which occurs frequently when sampling indirect illumination.) Furthermore, one can process multiple tiles simultaneously on a parallel processor. This is similar to the way that many GPUs rasterize today.

15.6.6.2 Chunking/Tiling Rasterization

A **chunking rasterizer**, a.k.a. a **tiling rasterizer**, subdivides the image into rectangular tiles, as if performing the first iteration of hierarchical rasterization. Instead of rasterizing a single triangle and performing recursive subdivision of the image, it takes all triangles in the scene and bins them according to which tiles they touch. A single triangle may appear in multiple bins.

The tiling rasterizer then uses some other method to rasterize within each tile. One good choice is to make the tiles 8 \(\times\) 8 or some other size at which brute-force SIMD rasterization by a lookup table is feasible.

Working with small areas of the screen is a way to combine some of the best aspects of rasterization and ray casting. It maintains both triangle list and buffer memory coherence. It also allows triangle-level sorting so that visibility can be performed analytically instead of using a depth buffer. That allows both more
efficient visibility algorithms and the opportunity to handle translucent surfaces in more sophisticated ways.

### 15.6.6.3 Incremental Scanline Rasterization
For each row of pixels within the bounding box, there is some location that begins the span of pixels covered by the triangle and some location that ends the span. The bounding box contains the triangle vertically and triangles are convex, so there is exactly one span per row (although if the span is small, it may not actually cover the center of any pixels).

A scanline rasterizer divides the triangle into two triangles that meet at a horizontal line through the vertex with the median vertical ordinate of the original triangle (see Figure 15.15). One of these triangles may have zero area, since the original triangle may contain a horizontal edge.

The scanline rasterizer computes the rational slopes of the left and right edges of the top triangle. It then iterates down these in parallel (see Figure 15.16). Since these edges bound the beginning and end of the span across each scanline, no explicit per-pixel sample tests are needed: Every pixel center between the left and right edges at a given scanline is covered by the triangle. The rasterizer then iterates up the bottom triangle from the bottom vertex in the same fashion. Alternatively, it can iterate down the edges of the bottom triangle toward that vertex.

The process of iterating along an edge is performed by a variant of either the Digital Difference Analyzer (DDA) or Bresenham line algorithm [Bre65], for which there are efficient floating-point and fixed-point implementations.

Pineda [Pin88] discusses several methods for altering the iteration pattern to maximize memory coherence. On current processor architectures this approach is generally eschewed in favor of tiled rasterization because it is hard to schedule for coherent parallel execution and frequently yields poor cache behavior.

### 15.6.6.4 Micropolygon Rasterization
Hierarchical rasterization recursively subdivided the image so that the triangle was always small relative to the number of macro-pixels in the image. An alternative is to maintain constant pixel size and instead subdivide the triangle. For example, each triangle can be divided into four similar triangles (see Figure 15.17). This is the rasterization strategy of the Reyes system [CCC87] used in one of the most popular film renderers, RenderMan. The subdivision process continues until the triangles cover about one pixel each. These triangles are called micropolygons.

In addition to triangles, the algorithm is often applied to bilinear patches, that is, Bézier surfaces described by four control points (see Chapter 23).

Subdividing the geometry offers several advantages over subdividing the image. It allows additional geometric processing, such as displacement mapping, to be applied to the vertices after subdivision. This ensures that displacement is performed at (or slightly higher than) image resolution, effectively producing perfect level of detail. Shading can be performed at vertices of the micropolygons and interpolated to pixel centers. This means that the shading is “attached” to object-space locations instead of screen-space locations. This can cause shading features, such as highlights and edges, which move as the surface animates, to move more smoothly and with less aliasing than they do when we use screen-space shading. Finally, effects like motion blur and defocus can be applied by deforming the final shaded geometry before rasterization. This allows computation of shading at a rate...
proportional to visible geometric complexity but independent of temporal and lens sampling.

15.7 Rendering with a Rasterization API

Rasterization has been encapsulated in APIs. We’ve seen that although the basic rasterization algorithm is very simple, the process of increasing its performance can rapidly introduce complexity. Very-high-performance rasterizers can be very complex. This complexity leads to a desire to separate out the parts of the rasterizer that we might wish to change between applications while encapsulating the parts that we would like to optimize once, abstract with an API, and then never change again. Of course, it is rare that one truly is willing to never alter an algorithm again, so this means that by building an API for part of the rasterizer we are trading performance and ease of use in some cases for flexibility in others. Hardware rasterizers are an extreme example of an optimized implementation, where flexibility is severely compromised in exchange for very high performance.

There have been several popular rasterization APIs. Today, OpenGL and DirectX are among the most popular hardware APIs for real-time applications. RenderMan is a popular software rasterization API for offline rendering. The space in between, of software rasterizers that run in real time on GPUs, is currently a popular research area with a few open source implementations available [LHLW10, LK11, Pan11].

In contrast to the relative standardization and popularity enjoyed among rasterizer APIs, several ray-casting systems have been built and several APIs have been proposed, although they have yet to reach the current level of standardization and acceptance of the rasterization APIs.

This section describes the OpenGL-DirectX abstraction in general terms. We prefer generalities because the exact entry points for these APIs change on a fairly regular basis. The details of the current versions can be found in their respective manuals. While important for implementation, those details obscure the important ideas.

15.7.1 The Graphics Pipeline

Consider the basic operations of any of our software rasterizer implementations:

1. (Vertex) Per-vertex transformation to screen space
2. (Rasterize) Per-triangle (clipping to the near plane and) iteration over pixels, with perspective-correct interpolation
3. (Pixel) Per-pixel shading
4. (Output Merge) Merging the output of shading with the current color and depth buffers (e.g., alpha blending)

These are the major stages of a rasterization API, and they form a sequence called the graphics pipeline, which was introduced in Chapter 1. Throughout the rest of this chapter, we refer to software that invokes API entry points as host code and software that is invoked as callbacks by the API as device code. In the context of a hardware-accelerated implementation, such as OpenGL on a GPU, this means that the C++ code running on the CPU is host code and the vertex and pixel shaders executing on the GPU are device code.
15.7.1.1 Rasterizing Stage
Most of the complexity that we would like such an API to abstract is in the rasterizing stage. Under current algorithms, rasterization is most efficient when implemented with only a few parameters, so this stage is usually implemented as a fixed-function unit. In hardware this may literally mean a specific circuit that can only compute rasterization. In software this may simply denote a module that accepts no parameterization.

15.7.1.2 Vertex and Pixel Stages
The per-vertex and per-pixel operations are ones for which a programmer using the API may need to perform a great deal of customization to produce the desired image. For example, an engineering application may require an orthographic projection of each vertex instead of a perspective one. We’ve already changed our per-pixel shading code three times, to support Lambertian, Blinn-Phong, and Blinn-Phong plus shadowing, so clearly customization of that stage is important. The performance impact of allowing nearly unlimited customization of vertex and pixel operations is relatively small compared to the benefits of that customization and the cost of rasterization and output merging. Most APIs enable customization of vertex and pixel stages by accepting callback functions that are executed for each vertex and each pixel. In this case, the stages are called programmable units.

A pipeline implementation with programmable units is sometimes called a programmable pipeline. Beware that in this context, the pipeline order is in fact fixed, and only the units within it are programmable. Truly programmable pipelines in which the order of stages can be altered have been proposed [SFB+09] but are not currently in common use.

For historical reasons, the callback functions are often called shaders or programs. Thus, a pixel shader or “pixel program” is a callback function that will be executed at the per-pixel stage. For triangle rasterization, the pixel stage is often referred to as the fragment stage. A fragment is the portion of a triangle that overlaps the bounds of a pixel. It is a matter of viewpoint whether one is computing the shade of the fragment and sampling that shade at the pixel, or directly computing the shade at the pixel. The distinction only becomes important when computing visibility independently from shading. Multi-sample anti-aliasing (MSAA) is an example of this. Under that rasterization strategy, many visibility samples (with corresponding depth buffer and radiance samples) are computed within each pixel, but a single shade is applied to all the samples that pass the depth and visibility test. In this case, one truly is shading a fragment and not a pixel.

15.7.1.3 Output Merging Stage
The output merging stage is one that we might like to customize as consumers of the API. For example, one might imagine simulating translucent surfaces by blending the current and previous radiance values in the frame buffer. However, the output merger is also a stage that requires synchronization between potentially parallel instances of the pixel shading units, since it writes to a shared frame buffer. As a result, most APIs provide only limited customization at the output merge stage. That allows lockless access to the underlying data structures, since the implementation may explicitly schedule pixel shading to avoid contention at the frame buffer. The limited customization options typically allow the programmer to choose the operator for the depth comparison. They also typically allow a choice of compositing operator for color limited to linear blending, minimum, and maximum operations on the color values.
There are of course more operations for which one might wish to provide an abstracted interface. These include per-object and per-mesh transformations, tessellation of curved patches into triangles, and per-triangle operations like silhouette detection or surface extrusion. Various APIs offer abstractions of these within a programming model similar to vertex and pixel shaders.

Chapter 38 discusses how GPUs are designed to execute this pipeline efficiently. Also refer to your API manual for a discussion of the additional stages (e.g., tessellate, geometry) that may be available.

15.7.2 Interface

The interface to a software rasterization API can be very simple. Because a software rasterizer uses the same memory space and execution model as the host program, one can pass the scene as a pointer and the callbacks as function pointers or classes with virtual methods. Rather than individual triangles, it is convenient to pass whole meshes to a software rasterizer to decrease the per-triangle overhead.

For a hardware rasterization API, the host machine (i.e., CPU) and graphics device (i.e., GPU) may have separate memory spaces and execution models. In this case, shared memory and function pointers no longer suffice. Hardware rasterization APIs therefore must impose an explicit memory boundary and narrow entry points for negotiating it. (This is also true of the fallback and reference software implementations of those APIs, such as Mesa and DXRefRast.) Such an API requires the following entry points, which are detailed in subsequent subsections.

1. Allocate device memory.
2. Copy data between host and device memory.
3. Free device memory.
4. Load (and compile) a shading program from source.
5. Configure the output merger and other fixed-function state.
6. Bind a shading program and set its arguments.
7. Launch a **draw call**, a set of device threads to render a triangle list.

15.7.2.1 Memory Principles

The memory management routines are conceptually straightforward. They correspond to `malloc`, `memcpy`, and `free`, and they are typically applied to large arrays, such as an array of vertex data. They are complicated by the details necessary to achieve high performance for the case where data must be transferred per rendered frame, rather than once per scene. This occurs when streaming geometry for a scene that is too large for the device memory; for example, in a world large enough that the viewer can only ever observe a small fraction at a time. It also occurs when a data stream from another device, such as a camera, is an input to the rendering algorithm. Furthermore, hybrid software-hardware rendering and physics algorithms perform some processing on each of the host and device and must communicate each frame.

One complicating factor for memory transfer is that it is often desirable to adjust the data layout and precision of arrays during the transfer. The data structure for 2D buffers such as images and depth buffers on the host often resembles the “linear,” row-major ordering that we have used in this chapter. On a graphics processor, 2D buffers are often wrapped along Hilbert or Z-shaped (Morton)
curves, or at least grouped into small blocks that are themselves row-major (i.e., “block-linear”), to avoid the cache penalty of vertical iteration. The origin of a buffer may differ, and often additional padding is required to ensure that rows have specific memory alignments for wide vector operations and reduced pointer size.

Another complicating factor for memory transfer is that one would often like to overlap computation with memory operations to avoid stalling either the host or device. Asynchronous transfers are typically accomplished by semantically mapping device memory into the host address space. Regular host memory operations can then be performed as if both shared a memory space. In this case the programmer must manually synchronize both host and device programs to ensure that data is never read by one while being written by the other. Mapped memory is typically uncached and often has alignment considerations, so the programmer must furthermore be careful to control access patterns.

Note that memory transfers are intended for large data. For small values, such as scalars, 4 × 4 matrices, and even short arrays, it would be burdensome to explicitly allocate, copy, and free the values. For a shading program with twenty or so arguments, that would incur both runtime and software management overhead. So small values are often passed through a different API associated with shaders.

15.7.2.2 Memory Practice
Listing 15.30 shows part of an implementation of a triangle mesh class. Making rendering calls to transfer individual triangles from the host to the graphics device would be inefficient. So, the API forces us to load a large array of the geometry to the device once when the scene is created, and to encode that geometry as efficiently as possible.

Few programmers write directly to hardware graphics APIs. Those APIs reflect the fact that they are designed by committees and negotiated among vendors. They provide the necessary functionality but do so through awkward interfaces that obscure the underlying function of the calling code. Usage is error-prone because the code operates directly on pointers and uses manually managed memory.

For example, in OpenGL, the code to allocate a device array and bind it to a shader input looks something like Listing 15.29. Most programmers abstract these direct host calls into a vendor-independent, easier-to-use interface.

Listing 15.29: Host code for transferring an array of vertices to the device and binding it to a shader input.

```c
// Allocate memory:
GLuint vbo;
glGenBuffers(1, &vbo);
glBindBuffer(GL_ARRAY_BUFFER, vbo);
glBufferData(GL_ARRAY_BUFFER, hostVertex.size() * 2 * sizeof(Vector3), NULL, GL_STATIC_DRAW);
GLvoid* deviceVertex = 0;
GLvoid* deviceNormal = hostVertex.size() * sizeof(Vector3);

// Copy memory:
glBufferSubData(GL_ARRAY_BUFFER, deviceVertex, hostVertex.size() * sizeof(Point3), &hostVertex[0]);

// Bind the array to a shader input:
int vertexIndex = glGetAttribLocation(shader, "vertex");
glEnableVertexAttribArray(vertexIndex);
glVertexAttribPointer(vertexIndex, 3, GL_FLOAT, GL_FALSE, 0, deviceVertex);
```
Most programmers wrap the underlying hardware API with their own layer that is easier to use and provides type safety and memory management. This also has the advantage of abstracting the renderer from the specific hardware API. Most console, OS, and mobile device vendors intentionally use equivalent but incompatible hardware rendering APIs. Abstracting the specific hardware API into a generic one makes it easier for a single code base to support multiple platforms, albeit at the cost of one additional level of function invocation.

For Listing 15.30, we wrote to one such platform abstraction instead of directly to a hardware API. In this code, the `VertexBuffer` class is a managed memory array in device RAM and `AttributeArray` and `IndexArray` are subsets of a `VertexBuffer`. The “vertex” in the name means that these classes store per-vertex data. It does not mean that they store only vertex positions—for example, the `m_normal` array is stored in an `AttributeArray`. This naming convention is a bit confusing, but it is inherited from OpenGL and DirectX. You can either translate this code to the hardware API of your choice, implement the `VertexBuffer` and `AttributeArray` classes yourself, or use a higher-level API such as G3D that provides these abstractions.

Listing 15.30: Host code for an indexed triangle mesh (equivalent to a set of `Triangle` instances that share a BSDF).

```cpp
class Mesh {
private:
    AttributeArray m_vertex;
    AttributeArray m_normal;
    IndexStream m_index;

    shared_ptr<BSDF> m_bsdf;

public:
    Mesh() {} 
    Mesh(const std::vector<Point3>& vertex, 
         const std::vector<Vector3>& normal, 
         const std::vector<int>& index, const shared_ptr<BSDF>& bsdf) : m_bsdf(bsdf) { 
        shared_ptr<VertexBuffer> dataBuffer = 
            VertexBuffer::create((vertex.size() + normal.size()) * 
                sizeof(Vector3) + sizeof(int) * index.size());
        m_vertex = AttributeArray(&vertex[0], vertex.size(), dataBuffer);
        m_normal = AttributeArray(&normal[0], normal.size(), dataBuffer);
        m_index = IndexStream(&index[0], index.size(), dataBuffer);
    }
};
/** The rendering API pushes us towards a mesh representation 
  because it would be inefficient to make per-triangle calls. */
class MeshScene {
public:
    std::vector<Light> lightArray;
    std::vector<Mesh> meshArray;
};
```
Listing 15.31 shows how this code is used to model the triangle-and-ground-plane scene. In it, the process of uploading the geometry to the graphics device is entirely abstracted within the `Mesh` class.

Listing 15.31: Host code to create indexed triangle meshes for the triangle-plus-ground scene.

```cpp
void makeTrianglePlusGroundScene(MeshScene& s) {
    std::vector<Vector3> vertex, normal;
    std::vector<int> index;

    // Green triangle geometry
    vertex.push_back(Point3(0,1,-2)); vertex.push_back(Point3(-1.9f,-1,-2));
    vertex.push_back(Point3(1.6f,-0.5f,-2));
    normal.push_back(Vector3(0,0.6f,1).direction()); normal.
    push_back(Vector3(-0.4f,-0.4f, 1.0f).direction()); normal.
    push_back(Vector3(0.4f,-0.4f, 1.0f).direction());
    index.push_back(0); index.push_back(1); index.push_back(2);
    index.push_back(0); index.push_back(2); index.push_back(1);
    shared_ptr<BSDF> greenBSDF(new PhongBSDF(Color3::green() * 0.8f,
                                               Color3::white() * 0.2f, 100));
    s.meshArray.push_back(Mesh(vertex, normal, index, greenBSDF));
    vertex.clear(); normal.clear(); index.clear();

    // Ground plane geometry
    const float groundY = -1.0f;
    vertex.push_back(Point3(-10, groundY, -10)); vertex.push_back( Point3(-10,
                                                                      groundY, -0.01f));
    vertex.push_back(Point3(10, groundY, -0.01f)); vertex.push_back( Point3(10,
                                                                         groundY, -10));
    normal.push_back(Vector3::unitY()); normal.push_back( Vector3::unitY());
    normal.push_back(Vector3::unitY()); normal.push_back( Vector3::unitY());
    index.push_back(0); index.push_back(1); index.push_back(2);
    index.push_back(0); index.push_back(2); index.push_back(3);
    const Color3 groundColor = Color3::white() * 0.8f;
    s.meshArray.push_back(Mesh(vertex, normal, index, groundColor));

    // Light source
    s.lightArray.resize(1);
    s.lightArray[0].position = Vector3(1, 3, 1);
    s.lightArray[0].power = Color3::white() * 31.0f;
}
```

15.7.2.3 Creating Shaders
The vertex shader must transform the input vertex in global coordinates to a homogeneous point on the image plane. Listing 15.32 implements this transformation. We chose to use the OpenGL Shading Language (GLSL). GLSL is representative of other contemporary shading languages like HLSL, Cg, and RenderMan. All of these are similar to C++. However, there are some minor syntactic differences between GLSL and C++ that we call out here to aid your reading of this example. In GLSL,
Arguments that are constant over all triangles are passed as global (“uniform”) variables.

Points, vectors, and colors are all stored in \texttt{vec3} type.

\texttt{const} has different semantics (compile-time constant).

\texttt{in}, \texttt{out}, and \texttt{inout} are used in place of C++ reference syntax.

\texttt{length}, \texttt{dot}, etc. are functions instead of methods on vector classes.

\textit{Listing 15.32}: Vertex shader for projecting vertices. The output is in homogeneous space before the division operation. This corresponds to the \texttt{perspectiveProject} function from Listing 15.24.

```cpp
#version 130

// Triangle vertices
in vec3 vertex;
in vec3 normal;

// Camera and screen parameters
uniform float fieldOfViewX;
uniform float zNear;
uniform float zFar;
uniform float width;
uniform float height;

// Position to be interpolated
out vec3 Pinterp;

// Normal to be interpolated
out vec3 ninterp;

vec4 perspectiveProject(in vec3 P) {
    // Compute the side of a square at z = -1 based on our horizontal left-edge-to-right-edge field of view.
    float s = -2.0f * tan(fieldOfViewX * 0.5f);
    float aspect = height / width;
    vec4 Q;
    Q.x = 2.0 * -Q.x / s;
    Q.y = 2.0 * -Q.y / (s * aspect);
    Q.z = 1.0;
    Q.w = -P.z;
    return Q;
}

void main() {
    Pinterp = vertex;
    ninterp = normal;
    gl_Position = perspectiveProject(Pinterp);
}
```

None of these affect the expressiveness or performance of the basic language. The specifics of shading-language syntax change frequently as new versions are released, so don’t focus too much on the details. The point of this example is how the overall form of our original program is preserved but adjusted to the conventions of the hardware API.
Under the OpenGL API, the outputs of a vertex shader are a set of attributes and a vertex of the form \((x, y, a, -z)\). That is, a homogeneous point for which the perspective division has not yet been performed. The value \(a / -z\) will be used for the depth test. We choose \(a = 1\) so that the depth test is performed on \(-1 / z\), which is a positive value for the negative \(z\) locations that will be visible to the camera. We previously saw that any function that provides a consistent depth ordering can be used for the depth test. We mentioned that distance along the eye ray, \(-z\), and \(-1 / z\) are common choices. Typically one scales the \(a\) value such that \(-a / z\) is in the range \([0, 1]\) or \([-1, 1]\), but for simplicity we’ll omit that here. See Chapter 13 for the derivation of that transformation.

Note that we did not scale the output vertex to the dimensions of the image, negate the \(y\)-axis, or translate the origin to the upper left in screen space, as we did for the software renderer. That is because by convention, OpenGL considers the upper-left corner of the screen to be at \((-1, 1)\) and the lower-right corner at \((1, -1)\).

We choose the 3D position of the vertex and its normal as our attributes. The hardware rasterizer will automatically interpolate these across the surface of the triangle in a perspective-correct manner. We need to treat the vertex as an attribute because OpenGL does not expose the 3D coordinates of the point being shaded.

Listings 15.33 and 15.34 give the pixel shader code for the shade routine, which corresponds to the shade function from Listing 15.17, and helper functions that correspond to the visible and BSDF::evaluateFiniteScatteringDensity routines from the ray tracer and software rasterizer. The output of the shader is in homogeneous space before the division operation. This corresponds to the perspectiveProject function from Listing 15.24. The interpolated attributes enter the shader as global variables \(P_{interp}\) and \(n_{interp}\). We then perform shading in exactly the same manner as for the software renderers.

Listing 15.33: Pixel shader for computing the radiance scattered toward the camera from one triangle illuminated by one light.

```glsl
#version 130

// BSDF
uniform vec3 lambertian;
uniform vec3 glossy;
uniform float glossySharpness;

// Light
uniform vec3 lightPosition;
uniform vec3 lightPower;

// Pre-rendered depth map from the light’s position
uniform sampler2DShadow shadowMap;

// Point being shaded. OpenGL has automatically performed
// homogeneous division and perspective-correct interpolation for us.
in vec3 Pinterp;
in vec3 ninterp;

// Value we are computing
out vec3 radiance;

// Normalize the interpolated normal; OpenGL does not automatically
// renormalize for us.
vec3 n = normalize(ninterp);
```
vec3 shade(const in vec3 P, const in vec3 n) {
    vec3 radiance = vec3(0.0);

    // Assume only one light
    vec3 offset = lightPosition - P;
    float distanceToLight = length(offset);
    vec3 w_i = offset / distanceToLight;
    vec3 w_o = -normalize(P);

    if (visible(P, w_i, distanceToLight, shadowMap)) {
        vec3 L_i = lightPower / (4 * PI * distanceToLight * distanceToLight);
        // Scatter the light.
        radiance += L_i *
            evaluateFiniteScatteringDensity(w_i, w_o) *
            max(0.0, dot(w_i, n));
    }

    return radiance;
}

void main() {
    vec3 P = Pinterp;
    radiance = shade(P, n);
}

Listing 15.34: Helper functions for the pixel shader.

#define PI 3.1415927
def bool visible(const in vec3 P, const in vec3 w_i, const in float distanceToLight, sampler2DShadow shadowMap) {
    return true;
}
/** Returns f(w_i, w_o). Same as BSDF::evaluateFiniteScatteringDensity
  from the ray tracer. */
def vec3 evaluateFiniteScatteringDensity(const in vec3 w_i, const in vec3 w_o) {
    vec3 w_h = normalize(w_i + w_o);
    return (k_L +
        k_G * ((s + 8.0) * pow(max(0.0, dot(w_h, n)), s) / 8.0)) / PI;
}

However, there is one exception. The software renderers iterated over all the lights in the scene for each point to be shaded. The pixel shader is hardcoded to accept a single light source. That is because processing a variable number of arguments is challenging at the hardware level. For performance, the inputs to shaders are typically passed through registers, not heap memory. Register allocation is generally a major factor in optimization. Therefore, most shading compilers require the number of registers consumed to be known at compile time, which precludes passing variable length arrays. Programmers have developed three forward-rendering design patterns for working within this limitation. These use a single framebuffer and thus limit the total space required by the algorithm. A fourth and currently popular deferred-rendering method requires additional space.
1. **Multipass Rendering:** Make one pass per light over all geometry, summing the individual results. This works because light combines by superposition. However, one has to be careful to resolve visibility correctly on the first pass and then never alter the depth buffer. This is the simplest and most elegant solution. It is also the slowest because the overhead of launching a pixel shader may be significant, so launching it multiple times to shade the same point is inefficient.

2. **Übershader:** Bound the total number of lights, write a shader for that maximum number, and set the unused lights to have zero power. This is one of the most common solutions. If the overhead of launching the pixel shader is high and there is significant work involved in reading the BSDF parameters, the added cost of including a few unused lights may be low. This is a fairly straightforward modification to the base shader and is a good compromise between performance and code clarity.

3. **Code Generation:** Generate a set of shading programs, one for each number of lights. These are typically produced by writing another program that automatically generates the shader code. Load all of these shaders at runtime and bind whichever one matches the number of lights affecting a particular object. This achieves high performance if the shader only needs to be swapped a few times per frame, and is potentially the fastest method. However, it requires significant infrastructure for managing both the source code and the compiled versions of all the shaders, and may actually be slower than the conservative solution if changing shaders is an expensive operation.

If there are different BSDF terms for different surfaces, then we have to deal with all the permutations of the number of lights and the BSDF variations. We again choose between the above three options. This combinatorial explosion is one of the primary drawbacks of current shading languages, and it arises directly from the requirement that the shading compiler produce efficient code. It is not hard to design more flexible languages and to write compilers for them. But our motivation for moving to a hardware API was largely to achieve increased performance, so we are unlikely to accept a more general shading language if it significantly degrades performance.

4. **Deferred Lighting:** A deferred approach that addresses these problems but requires more memory is to separate the computation of which point will color each pixel from illumination computation. An initial rendering pass renders many parallel buffers that encode the shading coefficients, surface normal, and location of each point (often, assuming an übershader). Subsequent passes then iterate over the screen-space area conservatively affected by each light, computing and summing illumination. Two common structures for those lighting passes are multiple lights applied to large screen-space tiles and ellipsoids for individual lights that cover the volume within which their contribution is non-negligible.

For the single-light case, moving from our own software rasterizer to a hardware API did not change our *perspectiveProject* and *shade* functions substantially.

However, our shade function was not particularly powerful. Although we did not choose to do so, in our software rasterizer, we could have executed arbitrary code inside the shade function. For example, we could have written to locations other than the current pixel in the frame buffer, or cast rays for shadows or reflections. Such operations are typically disallowed in a hardware API. That is because they interfere with the implementation’s ability to efficiently schedule parallel instances of the shading programs in the absence of explicit (inefficient) memory locks.
This leaves us with two choices when designing an algorithm with more significant processing, especially at the pixel level. The first choice is to build a hybrid renderer that performs some of the processing on a more general processor, such as the host, or perhaps on a general computation API (e.g., CUDA, Direct Compute, OpenCL, OpenGL Compute). Hybrid renderers typically incur the cost of additional memory operations and the associated synchronization complexity.

The second choice is to frame the algorithm purely in terms of rasterization operations, and make multiple rasterization passes. For example, we can’t conveniently cast shadow rays in most hardware rendering APIs today. But we can sample from a previously rendered shadow map.

Similar methods exist for implementing reflection, refraction, and indirect illumination purely in terms of rasterization. These avoid much of the performance overhead of hybrid rendering and leverage the high performance of hardware rasterization. However, they may not be the most natural way of expressing an algorithm, and that may lead to a net inefficiency and certainly to additional software complexity. Recall that changing the order of iteration from ray casting to rasterization increased the space demands of rendering by requiring a depth buffer to store intermediate results. In general, converting an arbitrary algorithm to a rasterization-based one often has this effect. The space demands might grow larger than is practical in cases where those intermediate results are themselves large.

Shading languages are almost always compiled into executable code at runtime, inside the API. That is because even within products from one vendor the underlying micro-architecture may vary significantly. This creates a tension within the compiler between optimizing the target code and producing the executable quickly. Most implementations err on the side of optimization, since shaders are often loaded once per scene. Beware that if you synthesize or stream shaders throughout the rendering process there may be substantial overhead.

Some languages (e.g., HLSL and CUDA) offer an initial compilation step to an intermediate representation. This eliminates the runtime cost of parsing and some trivial compilation operations while maintaining flexibility to optimize for a specific device. It also allows software developers to distribute their graphics applications without revealing the shading programs to the end-user in a human-readable form on the file system. For closed systems with fixed specifications, such as game consoles, it is possible to compile shading programs down to true machine code. That is because on those systems the exact runtime device is known at host-program compile time. However, doing so would reveal some details of the proprietary micro-architecture, so even in this case vendors do not always choose to have their APIs perform a complete compilation step.

15.7.2.4 Executing Draw Calls
To invoke the shaders we issue draw calls. These occur on the host side. One typically clears the framebuffer, and then, for each mesh, performs the following operations.

1. Set fixed function state.
2. Bind a shader.
3. Set shader arguments.
4. Issue the draw call.
These are followed by a call to send the framebuffer to the display, which is often called a buffer swap. An abstracted implementation of this process might look like Listing 15.35. This is called from a main rendering loop, such as Listing 15.36.

Listing 15.35: Host code to set fixed-function state and shader arguments, and to launch a draw call under an abstracted hardware API.

```c
void loopBody(RenderDevice* gpu) {
    gpu->setColorClearValue(Color3::cyan() * 0.1f);
    gpu->clear();

    const Light& light = scene.lightArray[0];

    for (unsigned int m = 0; m < scene.meshArray.size(); ++m) {
        Args args;
        const Mesh& mesh = scene.meshArray[m];
        const shared_ptr<BSDF>& bsdf = mesh.bsdf();

        args.setUniform("fieldOfViewX", camera.fieldOfViewX);
        args.setUniform("zNear", camera.zNear);
        args.setUniform("zFar", camera.zFar);
        args.setUniform("lambertian", bsdf->lambertian);
        args.setUniform("glossy", bsdf->glossy);
        args.setUniform("glossySharpness", bsdf->glossySharpness);
        args.setUniform("lightPosition", light.position);
        args.setUniform("lightPower", light.power);
        args.setUniform("shadowMap", shadowMap);
        args.setUniform("width", gpu->width());
        args.setUniform("height", gpu->height());

        gpu->setShader(shader);
        mesh.sendGeometry(gpu, args);
    }
    gpu->swapBuffers();
}
```

Listing 15.36: Host code to set up the main hardware rendering loop.

```c
OSWindow::Settings osWindowSettings;
RenderDevice* gpu = new RenderDevice();
gpu->init(osWindowSettings);

// Load the vertex and pixel programs
shader = Shader::fromFiles("project.vrt", "shade.pix");
shadowMap = Texture::createEmpty("Shadow map", 1024, 1024,
    ImageFormat::DEPTH24(), Texture::DIM_2D_NPOT, Texture::Settings::shadow());
makeTrianglePlusGroundScene(scene);
```
444 Ray Casting and Rasterization

// The depth test will run directly on the interpolated value in
// Q.z/Q.w, which is going to be smallest at the far plane
gpu->setDepthTest(RenderDevice::DEPTH_GREATER);
gpu->setDepthClearValue(0.0);

while (! done) {
    loopBody(gpu);
    processUserInput();
}

...

15.8 Performance and Optimization

We’ll now consider several examples of optimization in hardware-based rendering. This is by no means an exhaustive list, but rather a set of model techniques from which you can draw ideas to generate your own optimizations when you need them.

15.8.1 Abstraction Considerations

Many performance optimizations will come at the price of significantly complicating the implementation. Weigh the performance advantage of an optimization against the additional cost of debugging and code maintenance. High-level algorithmic optimizations may require significant thought and restructuring of code, but they tend to yield the best tradeoff of performance for code complexity. For example, simply dividing the screen in half and asynchronously rendering each side on a separate processor nearly doubles performance at the cost of perhaps 50 additional lines of code that do not interact with the inner loop of the renderer.

In contrast, consider some low-level optimizations that we intentionally passed over. These include reducing common subexpressions (e.g., mapping all of those repeated divisions to multiplications by an inverse that is computed once) and lifting constants outside loops. Performing those destroys the clarity of the algorithm, but will probably gain only a 50% throughput improvement.

This is not to say that low-level optimizations are not worthwhile. But they are primarily worthwhile when you have completed your high-level optimizations; at that point you are more willing to complicate your code and its maintenance because you are done adding features.

15.8.2 Architectural Considerations

The primary difference between the simple rasterizer and ray caster described in this chapter is that the “for each pixel” and “for each triangle” loops have the opposite nesting. This is a trivial change and the body of the inner loop is largely similar in each case. But the trivial change has profound implications for memory access patterns and how we can algorithmically optimize each.

Scene triangles are typically stored in the heap. They may be in a flat 1D array, or arranged in a more sophisticated data structure. If they are in a simple data structure such as an array, then we can ensure reasonable memory coherence by iterating through them in the same order that they appear in memory. That produces efficient cache behavior. However, that iteration also requires substantial
bandwidth because the entire scene will be processed for each pixel. If we use a more sophisticated data structure, then we likely will reduce bandwidth but also reduce memory coherence. Furthermore, adjacent pixels likely sample the same triangle, but by the time we have iterated through to testing that triangle again it is likely to have been flushed from the cache. A popular low-level optimization for a ray tracer is to trace a bundle of rays called a ray packet through adjacent pixels. These rays likely traverse the scene data structure in a similar way, which increases memory coherence. On a SIMD processor a single thread can trace an entire packet simultaneously. However, packet tracing suffers from computational coherence problems. Sometimes different rays in the same packet progress to different parts of the scene data structure or branch different ways in the ray intersection test. In these cases, processing multiple rays simultaneously on a thread gives no advantage because memory coherence is lost or both sides of the branch must be taken. As a result, fast ray tracers are often designed to trace packets through very sophisticated data structures. They are typically limited not by computation but by memory performance problems arising from resultant cache inefficiency.

Because frame buffer storage per pixel is often much smaller than scene structure per triangle, the rasterizer has an inherent memory performance advantage over the ray tracer. A rasterizer reads each triangle into memory and then processes it to completion, iterating over many pixels. Those pixels must be adjacent to each other in space. For a row-major image, if we iterate along rows, then the pixels covered by the triangle are also adjacent in memory and we will have excellent coherence and fairly low memory bandwidth in the inner loop. Furthermore, we can process multiple adjacent pixels, either horizontally or vertically, simultaneously on a SIMD architecture. These will be highly memory and branch coherent because we’re stepping along a single triangle. There are many variations on ray casting and rasterization that improve their asymptotic behavior. However, these algorithms have historically been applied to only millions of triangles and pixels. At those sizes, constant factors like coherence still drive the performance of the algorithms, and rasterization’s superior coherence properties have made it preferred for high-performance rendering. The cost of this coherence is that after even the few optimizations needed to get real-time performance from a rasterizer, the code becomes so littered with bit-manipulation tricks and highly derived terms that the elegance of a simple ray cast seems very attractive from a software engineering perspective. This difference is only magnified when we make the rendering algorithm more sophisticated. The conventional wisdom is that ray-tracing algorithms are elegant and easy to extend but are hard to optimize, and rasterization algorithms are very efficient but are awkward and hard to augment with new features. Of course, one can always make a ray tracer fast and ugly (which packet tracing succeeds at admirably) and a rasterizer extensible but slow (e.g., Pixar’s RenderMan, which was used extensively in film rendering over the past two decades).

### 15.8.3 Early-Depth-Test Example

One simple optimization that can significantly improve performance, yet only minimally affects clarity, is an early depth test. Both the rasterizer and the ray-tracer structures sometimes shaded a point, only to later find that some other point was closer to the surface. As an optimization, we might first find the closest point before doing any shading, then go back and shade the point that was closest. In ray
tracing, each pixel is processed to completion before moving to the next, so this involves running the entire visibility loop for one pixel, maintaining the shading inputs for the closest-known intersection at each iteration, and then shading after that loop terminates. In rasterization, pixels are processed many times, so we have to make a complete first pass to determine visibility and then a second pass to do shading. This is called an early-depth pass [HW96] if it primes depthBuffer so that only the surface that shades will pass the inner test. The process is called deferred shading if it also accumulates the shading parameters so that they do not need to be recomputed. This style of rendering was first introduced by Whitted and Weimer [WW82] to compute shading independent from visibility at a time when primary visibility computation was considered expensive. Within a decade it was considered a method to accelerate complex rendering toward real-time rendering (and the “deferred” term was coined) [MEP92], and today its use is widespread as a further optimization on hardware platforms that already achieve real time for complex scenes.

For a scene that has high depth complexity (i.e., in which many triangles project to the same point in the image) and an expensive shading routine, the performance benefit of an early depth test is significant. The cost of rendering a pixel without an early depth test is $O(tv + ts)$, where $t$ is the number of triangles, $v$ is the time for a visibility test, and $s$ is the time for shading. This is an upper bound. When we are lucky and always encounter the closest triangle first, the performance matches the lower bound of $\Omega(tv + s)$ since we only shade once. The early-depth optimization ensures that we are always in this lower-bound case. We have seen how rasterization can drive the cost of $v$ very low—it can be reduced to a few additions per pixel—at which point the challenge becomes reducing the number of triangles tested at each pixel. Unfortunately, that is not as simple. Strategies exist for obtaining expected $O(v \log t + s)$ rendering times for scenes with certain properties, but they significantly increase code complexity.

### 15.8.4 When Early Optimization Is Good

The domain of graphics raises two time-based exceptions to the general rule of thumb to avoid premature optimization. The more significant of these exceptions is that when low-level optimizations can accelerate a rendering algorithm just enough to make it run at interactive rates, it might be worth making those optimizations early in the development process. It is much easier to debug an interactive rendering system than an offline one. Interaction allows you to quickly experiment with new viewpoints and scene variations, effectively giving you a true 3D perception of your data instead of a 2D slice. If that lets you debug faster, then the optimization has increased your ability to work with the code despite the added complexity. The other exception applies when the render time is just at the threshold of your patience. Most programmers are willing to wait for 30 seconds for an image to render, but they will likely leave the computer or switch tasks if the render time is, say, more than two minutes. Every time you switch tasks or leave the computer you’re amplifying the time cost of debugging, because on your return you have to recall what you were doing before you left and get back into the development flow. If you can reduce the render time to something you are willing to wait for, then you have cut your debugging time and made the process sufficiently more pleasant that your productivity will again rise despite increased code complexity. We enshrine these ideas in a principle:
15.8.5 Improving the Asymptotic Bound

To scale to truly large scenes, no linear-time rendering algorithm suffices. We must somehow eliminate whole parts of the scene without actually touching their data even once. Data structures for this are a classic area of computer graphics that continues to be a hot research topic. The basic idea behind most of these is the same as behind using tree and bucket data structures for search and sort problems. Visibility testing is primarily a search operation, where we are searching for the closest ray intersection with the scene. If we precompute a treelike data structure that orders the scene primitives in some way that allows conservatively culling a constant fraction of the primitives at each layer, we will approach $O(\log n)$-time visibility testing for the entire scene, instead of $O(n)$ in the number of primitives. When the cost of traversing tree nodes is sufficiently low, this strategy scales well for arbitrarily constructed scenes and allows an exponential increase in the number of primitives we can render in a fixed time. For scenes with specific kinds of structure we may be able to do even better. For example, say that we could find an indexing scheme or hash function that can divide our scene into $O(n)$ buckets that allow conservative culling with $O(1)$ primitives per bucket. This would approach $O(d)$-time visibility testing in the distance $d$ to the first intersection. When that distance is small (e.g., in twisty corridors), the runtime of this scheme for static scenes becomes independent of the number of primitives and we can theoretically render arbitrarily large scenes. See Chapter 37 for a detailed discussion of algorithms based on these ideas.

15.9 Discussion

Our goal in this chapter was not to say, “You can build either a ray tracer or a rasterizer,” but rather that rendering involves sampling of light sources, objects, and rays, and that there are broad algorithmic strategies you can use for accumulating samples and interpolating among them. This provides a stage for all future rendering, where we try to select samples efficiently and with good statistical characteristics.

For sampling the scene along eye rays through pixel centers, we saw that three tests—explicit 3D ray-triangle tests, 2D ray-triangle through incremental barycentric tests, and 2D ray-triangle through incremental edge equation tests—were mathematically equivalent. We also discussed how to implement them so that the mathematical equivalence was preserved even in the context of bounded-precision arithmetic. In each case we computed some value directly related to the barycentric weights and then tested whether the weights corresponded to a point on the interior of the triangle. It is essential that these are mathematically equivalent tests. Were they not, we would not expect all methods to produce the same image! Algorithmically, these approaches led to very different strategies. That is
because they allowed amortization in different ways and provoked different memory access patterns.

Sampling is the core of physically based rendering. The kinds of design choices you faced in this chapter echo throughout all aspects of rendering. In fact, they are significant for all high-performance computing, spreading into fields as diverse as biology, finance, and weather simulation. That is because many interesting problems do not admit analytic solutions and must be solved by taking discrete samples. One frequently wants to take many of those samples in parallel to reduce computation latency. So considerations about how to sample over a complex domain, which in our case was the set product of triangles and eye rays, are fundamental to science well beyond image synthesis.

The ray tracer in this chapter is a stripped-down, no-frills ray tracer. But it still works pretty well. Ten years ago you would have had to wait an hour for the teapot to render. It will probably take at most a few seconds on your computer today. This performance increase allows you to more freely experiment with the algorithms in this chapter than people have been able to in the past. It also allows you to exercise clearer software design and to quickly explore more sophisticated algorithms, since you need not spend significant time on low-level optimization to obtain reasonable rendering rates.

Despite the relatively high performance of modern machines, we still considered design choices and compromises related to the tension between abstraction and performance. That is because there are few places where that tension is felt as keenly in computer graphics as at the primary visibility level, and without at least some care our renderers would still have been unacceptably slow. This is largely because primary visibility is driven by large constants—scene complexity and the number of pixels—and because primary visibility is effectively the tail end of the graphics pipeline.

Someday, machines may be fast enough that we don’t have to make as many compromises to achieve acceptable rendering rates as we do today. For example, it would be desirable to operate at a purely algorithmic level without exposing the internal memory layout of our Image class. Whether this day arrives soon depends on both algorithmic and hardware advances. Previous hardware performance increases have in part been due to faster clock speeds and increased duplication of parallel processing and memory units. But today’s semiconductor-based processors are incapable of running at greater clock speeds because they have hit the limits of voltage leakage and inductive capacitance. So future speedups will not come from higher clock rates due to better manufacturing processes on the same substrates. Furthermore, the individual wires within today’s processors are close to one molecule in thickness, so we are near the limits of miniaturization for circuits. Many graphics algorithms are today limited by communication between parallel processing units and between memory and processors. That means that simply increasing the number of ALUs, lanes, or processing cores will not increase performance. In fact, increased parallelism can even decrease performance when runtime is dominated by communication. So we require radically new algorithms or hardware architectures, or much more sophisticated compilers, if we want today’s performance with better abstraction.

There are of course design considerations beyond sample statistics and raw efficiency. For example, we saw that if you’re sampling really small triangles, then micropolygons or tile rasterization seems like a good rendering strategy. However, what if you’re sampling shapes that aren’t triangles and can’t easily be subdivided?
Shapes as simple as a sphere fall into this category. In that case, ray casting seems like a very good strategy because you can simply replace ray-triangle intersection with ray-sphere intersection. Any micro-optimization of a rasterizer must be evaluated compared to the question, “What if we could render one nontriangular shape, instead of thousands of small triangles?” At some point, the constants make working with more abstract models like spheres and spline surfaces more preferable than working with many triangles.

When we consider sampling visibility in not just space, but also exposure time and lens position, individual triangles become six-dimensional, nonpolyhedral shapes. While algorithms for rasterizing these have recently been developed, they are certainly more complicated than ray-sampling strategies. We’ve seen that small changes, such as inverting the order of two nested loops, can yield significant algorithmic implications. There are many such changes that one can make to visibility sampling strategies, and many that have been made previously. It is probably best to begin a renderer by considering the desired balance of performance and code manageability, the size of the triangles and target image, and the sampling patterns desired. One can then begin with the simplest visibility algorithm appropriate for those goals, and subsequently experiment with variations.

Many of these variations have already been tried and are discussed in the literature. Only a few of these are cited here. Appel presented the first significant 3D visibility solution of ray casting in 1968. Nearly half a century later, new sampling algorithms appear regularly in top publication venues and the industry is hard at work designing new hardware for visibility sampling. This means that the best strategies may still await discovery, so some of the variations you try should be of your own design!

### 15.10 Exercises

**Exercise 15.1:** Generalize the Image and DepthBuffer implementations into different instances of a single, templated buffer class.

**Exercise 15.2:** Use the equations from Section 7.8.2 to extend your ray tracer to also intersect spheres. A sphere does not define a barycentric coordinate frame or vertex normals. How will you compute the normal to the sphere?

**Exercise 15.3:** Expand the barycentric weight computation that is abstracted in the bary2D function so that it appears explicitly within the per-pixel loop. Then lift the computation of expressions that are constant along a row or column outside the corresponding loop. Your resultant code should contain a single division operation within the inner loop.

**Exercise 15.4:** Characterize the asymptotic performance of each algorithm described in Section 15.6. Under what circumstances would each algorithm be preferred, according to this analysis?

**Exercise 15.5:** Consider the “1D rasterization” problem of coloring the pixel centers (say, at integer locations) covered by a line segment lying on the real number line.

1. What is the longest a segment can be while covering no pixel centers? Draw the number line and it should be obvious.
2. If we rasterize by snapping vertices at real locations to the nearest integer locations, how does that affect your answer to the previous question?
(Hint: Nothing wider than 0.5 pixels can now hide between two pixel centers.)

3. If we rasterize in fixed point with 8-bit subpixel precision and snap vertices to that grid before rasterization, how does that affect your answer? (Hint: Pixel centers are now spaced every 256 units.)

**Exercise 15.6:** Say that we transform the final scene for our ray tracer by moving the teapot 10 cm and ground to the right by adding 10 cm to the $x$-ordinate of each vertex. We could also accomplish this by leaving the teapot in the original position and instead transforming the ray origins to the left by 10 cm. This is the Coordinate-System/Basis principle. Now, consider the case where we wish to render 1000 teapots with identical geometry but different positions and orientations. Describe how to modify your ray tracer to represent this scene without explicitly storing 1000 copies of the teapot geometry, and how to trace that scene representation. (This idea is called **instancing**.)

**Exercise 15.7:** One way to model scenes is with **constructive solid geometry** or **CSG**: building solid primitives like balls, filled cubes, etc., transformed and combined by boolean operations. For instance, one might take two unit spheres, one at the origin and one translated to $(1.7, 0, 0)$, and declare their intersection to be a “lens” shape, or their union to be a representation of a hydrogen molecule. If the shapes are defined by meshes representing their boundaries, finding a mesh representation of the union, intersection, or difference (everything in shape $A$ that’s not in shape $B$) can be complex and costly. For ray casting, things are simpler.

(a) Show that if $a$ and $b$ are the intervals where the ray $R$ intersects objects $A$ and $B$, then $acupb$ is where $R$ intersects $A \cap B$; show similar statements for the intersection and difference.

(b) Suppose a CSG representation of a scene is described by a tree (where edges are transformations, leaves are primitives, and nodes are CSG operations like union, intersection, and difference); sketch a ray-intersect-CSG-tree algorithm. Note: Despite the simplicity of the ideas suggested in this exercise, the speedups offered by bounding-volume hierarchies described in Chapter 37 favor their use, at least for complex scenes.
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drawbacks of, 1138
Index

excess latency, 1138
full-scene anti-aliasing in, 1137
local memory in, 1137
poor multipass operation, 1138
properties of, 1137–1138
unbounded memory requirements, 1138

Biradiance, 910. See also Area-weighted radiance

Birefringence, 682
Bisection method, 830–831
Bitmaps, 38
Black body, 672
Blending, 362–364
and translucency, 361–364
Blindness, motion-induced, 114
Blinn-Phong BRDF, general form of, 721
Blinn-Phong model (reflection model), 138, 395ff, 414, 721–723
Blobby modeling, 343
Blob tree, 624
Bloom and lens flare, 369
Bloom focus, 336
Blue noise distribution, 921
Blue screening, 485
Blurring, 317, 543, 545, 983
Body-centered Euler angles, 272
taking, 272.
Bounded color models, 771
Bounding box, 38, 197, 198f, 285, 420, 429, 631, 983
Bounding-box optimization, 420–421
Beyond, 429
Bounding geometry, 1068
Bounding Volume Hierarchy (BVH), 916, 1049, 1092–1093, 1092f
Bounding volumes, 1068
BRDF. See Bidirectional reflectance distribution function (BRDF)
Brewster’s angle, 682
Brightness (light), 108, 750, 756
just noticeable difference (JND), 754
perception of, 750–756
Brush (geometric primitive), 38
Brushstroke coherence, 986
BSDF. See Bidirectional scattering distribution function (BSDF)
B-spline basis matrix, 603
B-splines
cubic, 602–603
nonuniform, 604
nonuniform rational, 604
rational, 604
uniform spacing of, 604
BSSRDF. See Bidirectional surface scattering reflectance distribution function (BSSRDF)
BTDF. See Bidirectional transmittance distribution function (BTDF)
Buffers, 1093, 1093f. See also Grid cells
Buffers, 327–330
color, 328
depth, 329
framebuffer, 329
stencil, 329
Buffer swap, 443
Building blocks of ray optics, 330
Building transformations, from view specification, 303–310
Bump mapping, 547, 550–551

C
Cached and precomputed information on meshes, 340–341
Caching, 983, 1129ff
Callback procedure, 23
Camera(s), 336–337
depth of field, 301
design, 406
focal distance of, 301
orthographic, 315–317
perspective camera specification, 301–303
position of, 301
specifications and transformations, 299–317
transformation and rasterizing renderer pipeline, 310–312
Camera coordinates. See Camera-space coordinates
Camera setup, 460–461
Camera-space coordinates, 22, 299, 928
Camera visibility. See Primary visibility
Candelas (measurement unit of luminous intensity), 751
Capsule (3D volume), 1066
Cartoons, hand-animated, 966
Cathode-ray tubes (CRTs), 20, 770
Catmull-Clark subdivision surfaces, 610–613
Catmull-Rom spline, 540, 540f, 598–601
applications of, 602
generalization of, 601–602
nonuniform, 601
uniform, 601
Caustics, and light transport, 798
Cdf. See Cumulative distribution function (cdf)
Channels, 483
color, 483
object ID, 485
Chateau (user interface), 589–590
Chromatic aberration, 336–337, 680
Chunking rasterizer. See Tiling rasterizer
CIE chromaticity diagram, 765
  applications of, 766
  defining complementary colors, 766
  excitation purity and, 766
  indicating gamut, 766
CIE Luv color coordinates, 767
CIE L* a* b* uniform color space, 767
Circularly polarized wave, 677
Client area, 37, 39, 46
Clipping, 59, 63, 1045–1046
  of data, 24
  near-plane, 422, 1044, 1046
  Sutherland-Hodgman 2D clipping, 1045–1046
  whole-frustum clipping, 1044, 1047
Clipping planes, 122
Closed interval, 150
Closed meshes, 190
Closed oriented meshes, 195
Closed surface, 638
Clustering, 665–666
Clusters, 1043
CMTM. See Composite modeling
transformation matrix
CMYK color, 774–775
Coded apertures, 493
Codomain, 151. See also Domain
  for texture maps, 553–554
Coefficient of extinction, 682, 728, 738
Coefficient of restitution, 1012
Coherence, 950
  spatial, 950
  temporal, 950, 962
Colatitude, 688
Collision proxy geometry, 337
Color bleeding, 839
Colorblindness, 746
Color buffer, 328
Color constancy, 110, 748
Color description, 756–758, 771–774
Colorimetry, 747
Color interpolation, 776–758, 771–774
Colorometry, 747
Color interoplation, 777–779
Color matching, 748
Color models
  bounded, 771
  RGB, 772–774
  YIQ, 775
Color naming, 748
Color palettes, 777
Color perception
  peripheral, 781–782
  physiology of the eye and, 748–750
  strengths and weaknesses, 761
Color percepts, 747
Color(s)
  choice, 777
  CIE description of, 762–766
  CMY, 774–775
  CMYK, 774–775
    coding, 779–780
    complementary, 766
    conventional color wisdom, 758–761
    description, 756–758, 771–774
    implications of, 746
    intensity-independent, 765
    interpolating, 777–779
    matching, 748
    naming, 748
    nonspectral, 766
    palettes, 777
    perceived distance between, 767
    perception of, 750–756
    percepts, 747
    perceptual spaces, 767–768
    primary, 758–759
    RGB sliders and, 761
    sensations, 747
    standard description of, 761–766
    use in computer graphics, 779–780
Color selection interfaces
  hue-lightness-saturation (HLS) interface, 776–777
  hue-saturation-value (HSV) interface, 776–777
Color sensations, 747
Color specification in WPF, 133
Color wisdom, conventional, 758–761
  blue and green make cyan, 760
  color is RGB, 761
  objects have colors, 759–760
  primary colors, 758–759
  purple isn’t a real color, 759
Comb function, and transform of, 520
Commission Internationale de l’Éclairage
  (CIE), 755, 762–766
  chromaticity diagram, 765
  description of color, 762–766
Complementary colors, 766
Complex applications, processing demands
  of, 14
Complex conjugate, 512
Component hierarchy, top-down design of, 139–140
Components, reuse of, 144–147
Composition of transformations, 235
Composite component, constructing, 142
Composited image, 485
Composite modeling transformation matrix, 314
Composite transformation matrix, 246, 314, 463
Compositing of images
  operations, 488–489
  physical units and, 489–490
  simplifying, 487
Compression, use of splines for, 605
Compressive sensing, 530
Index

Computability, as a property of texture mapping, 555
Computational photography, 493
Computations, stability of, 278
Computer-based animation industry, 932
Computer graphics, 1–33
2D transformation library, 287–298
3D transformation library, 287–298
applications, 24–25
basic graphics systems, 20–23
brief history of, 7–9
current and future application areas of, 4–6
deep understanding vs. common practice, 12
definition of, 2
depth of field, 28
examples of, 9–10
goals, resources, and appropriate abstractions, 10–12
graphical user interfaces (GUI) and, 567–574
graphics pipeline, 14–15
interaction in graphics systems, 23–24
introduction to, 1–4
kinds of packages, 25–26
learning, 31–33
numbers and orders of magnitude in, 12–15
physical/mathematical/numerical models of, 11
relationship with art, design, and perception, 19–20
using color in, 779–780
world of, 4
Conceptual design (user interface), 570
Conductive materials, 714
Cones (color receptors), 107, 749
generalized, 757
Conformal mapping, 555
Conservative rasterization, 1096
Conservative rasterizer, 430
Conservative visibility, 1023
Conservative visibility algorithm, 1023
Conservative visibility testing, 1023
backface culling, 1023
frustum culling, 1023
methods of, 1023
spatial data structures and, 1023
Conservative voxelization, 1096
Constant shading, 127
Constructive solid geometry (CSG), 450
Content, preparing viewport for, 120–122
Continuation, 111–112
applications, 112
Continuous probability. See Continuum probability
Continuum, defined, 808
Continuum probability, 808–810, 815–818
Contour curve, 1048
Contour drawing, 551–552
Contour generator, 953. See also Contour(s)
Contour lines, 616
Contour points, 952
Contour(s), 551, 952, 953
of a smooth surface, 644
suggestive, 957–958
Contribution/detail culling, 470
Control data, 599
Control points, 599
Control templates, 49
Convex boundary polygon, 1045, 1045f
Convex cone, 747
Convex hull property, of cubic B-splines, 603
Convex polygons, 175
Convolution, 500–503
defined, 500
like computations, 504–505
properties of, 503–504
Convolution multiplication theorem, 521
Cook-Torrance model, 731–732
Coons, Steven A., 608
Coordinate frame(s), 240–241
defined, 240
rigid, 240
Coordinates, 153
operations on, 153–155
Coordinate system(s), 90–91
abstract coordinate system, 42–44
floating-point coordinates, 38–39
integer coordinate system, 38–39
physical coordinate system, 38
spectrum of, 44–45
transformations and, 229–230
WPF canvas, 45–46
Coordinate vector, 155
Cornell box, 903, 911, 916–917
Corner-cutting, on polyline, 81, 83
Correspondence (meshes), 661
building, 661
Cosine weighted BRDF, 820
Cosine-weighted sampling on hemisphere, 815
Cotangent rule, 658
Covectors, 163, 184, 520
transforming, 250–253
Coverage
binary, 1027–1028
partial. See Partial coverage
Coverage of a pixel, 213
Coverage sampling antialiasing (CSAA), 1058–1059
Coverage testing, 422
Crease edges, 953
Critical angle, 682
Cross product, 157–158
CRT. See Cathode-ray tubes (CRTs)
CSG. See Constructive solid geometry (CSG)
C++ Standard Template Library (STL), 1074
CTM. See Composite transformation matrix
Cube map, 554
Cube mapping, 340
Cubic B-spline filter, 540, 540f
Cubic B-splines, 602–603
convex hull property of, 603
formula for, 602–603
nonuniform, 602
uniform, 602–603
Culling
contribution/detail, 470
occlusion, 470
portal, 470
sector-based, 470
view-frustum, 470
Cumulative distribution function (cdf), 685
Curvature, 955
line of, 956, 956f
radial, 957
Curvature shadows, 946
Curved-surface representation and rendering, 128
Curves
implicit, 616–619
Cyan-Magenta-Yellow (CMY) color, 774–775
Cybersickness, 571
Cylinder kernel, 910–911
D
Dangling edge, 637
Darken operation, 488
Data structures
characterizing, 1077–1079
generic use of, 1077
ordered, 1077
selecting, 1077
spatial, 1065–1102
DDA. See Digital Difference Analyzer (DDA)
Debugging, 411–412
rendering and, 915–919
Declarative animation
dynamics animation via, 55–58
Declarative specification, 40
vs. procedural code, 40
Deferred lighting, 441–442
Deferred-rendering method, 440
Deferred shading, 446, 1135–1137
difficulties with, 1136
excess storage and bandwidth in, 1136
goal of, 1135
multi-sample anti-aliasing (MSAA), incompatibility with, 1136
shader-specified visibility and, 1136
Defocus, 1060–1061
Deformation (meshes), 660
Deformation transfer, 660–664
Degenerate transformation, 224
Degree
of an edge, 637
of a vertex, 637
Delta function, 519
Density estimation, 912
Depth buffer, 329, 392, 1023, 1028, 1034–1040
common applications in visibility determination, 1035–1036
common encodings, 1037–1040
depth prepass, 1036
encodings, 1037–1040
screen-space visibility determination and, 1037
Depth buffer encodings, 1037–1040
choices for, 1037
hyperbolic in camera-space z, 1037
linear in camera-space z, 1037
Depth complexity, defined, 446
Depth complexity of a ray, 1028
Depth map. See Depth buffer
Depth of field, 107, 301
Depth prepass, 1036
Depth-sort algorithm, 1042–1043
Depth value, 481
Derivative-based definitions of radiometric terms, 655–656, 700–702
The Design of Everyday Things (Norman), 593
Detail objects, 1051
Development tools, 41
Device code, 432
Device coordinates, 39
Diagonal matrices, 230
Differential coordinates, 655–657
Diffraction, 676, 677
defined, 676
Diffuse, defined, 8
Diffuse reflection, 136
physical models for, 726–727
Diffuse scattering, 713, 716
Diffusion (morphogens), 561
Diffusion curves, 961
Digital cameras, 5
characteristics of, 13–14
Digital Difference Analyzer (DDA), 431
Digital signal processing, 545
Digital video cameras, 5
Direct3D, 452
Directed acyclic graph (DAG), 144, 248
Directed edges, 636
Directed-edge structure, 195
Direct illumination, 372–373
interface to, 372–373
Directional curvature in direction u, 956
Directional hemispherical reflectance, 708
Directional light, 125
Directionally diffuse, 102
Direct light, 370. See also Indirect light
Direct lighting, 834. See also Direct illumination
Direct shadows, 946
Dirty bit flags, 983
Dirty rectangles, 983
Discrete attributes, 651
Discrete differential geometry, 644, 667
Discrete probability, 803–804
relationship to programs, 803–804
Discrete probability space, 803
Displacement, 157
Displacement maps, 344, 547, 557ff, 562f, 647
Display-form-factor independence, 45
Display list, 473
Display transformation, 46–47
Distant objects, 346–348
Distribution (random variable), 806
Distribution ray tracing, 317, 838
Division of modeling principle, 210
DockPanel. See Panel
Dollying (camera control technique), 585
Domain, defined, 151. See also Codomains
Domain restriction, 827
Dominant wavelength, 747
Dot product, 158–159
Double-buffered rendering, 971, 975–976
Draw calls, 434
executing, 442–444
Drawing, Dürer’s, 62f, 64f, 68–72, 1035f
Drawing primitives, 461–462
Dual contouring, 653
Dual paraboloid, 554
Dual space, 163
Dual vectors. See Covectors
Dürer, Albrecht, 61–65
Dürer rendering algorithm
implementation, 65–68
Dürer’s drawing, 68–72
Dürer woodcut, 61–65, 1035f
Dynamic Canvas algorithm, 986, 986f
Dynamic range, 8
Dynamics, 463, 989, 996–1008
Dynamics animation, via declarative animation, 55–58

E
Early-depth-test
defined, 446
example, 445–447
Early z-cull, 1136
Edge aligns, 427
Edge collapse, 197
Edge-collapse costs, 649–652
Edge detection, 533, 544, 545
Edge(s), 189
boundary, 637, 954
crease, 953
dangling, 637
directed, 636
interior, 637
sharp, 651
smooth, 953
Edges (computer vision), 952
Edge-swap operation, 197–198
Edge vectors, 175
Electric field
linearly polarized, 678
Electromagnetic spectrum, 330–331, 675f
Elements, 41
animation elements, 55–56
Elliptically polarized light, 679
Embedding topology, 637
Emission, 369, 737
Emissive lighting, 138
Emitters, 334–335
Empirical/phenomenological models, of scattering, 713, 717–725
Energy, photons transport, 333
Energy conservation, 714
Energy function (meshes), 650
Environment map, 549, 550
Environment mapping, 340, 549–550, 939–940
Equations
approximate solutions of, 825–826
approximating, 826
domain restriction, 827
methods for solving, 825–831
Newton’s method for solving, 831
statistical estimators, using, 827–830
using bisection for solving, 830–831
Estimation
summing a series by, 828–830
Estimator random variable, 818
bias, 822–823
consistent sequence of, 818, 822–823
unbiased, 818
variance of, 818
Estimators. See Estimator random variable
Euclidean distance, 767
Euler angles, 267–269
body-centered, 272
Euler characteristic of a mesh surface, 641
Euler integration, 278
Even function, 508
Event (interaction), 92
handling, 85, 92–93
Event (probability), 802, 809
Excitation purity, 747
chromaticity diagram and, 766
defined, 747
Expectation. See Expected value
Expected value, 804–806, 810
properties of, 806–808
of a random variable, 810
related terms, 806–808
Explicit equation, 341
Explicit Euler integration, 1016
Explicit Euler method, 1019. See also Forward Euler method
Explicit trapezoidal methods, 1020
Exponents (display process), 769–771
encoding of, 769–771
Exposure time, 980. See also Shutter time
Expressive rendering, 945–962
abstraction in, 947
challenges of, 949–950
examples of, 948
generic curve extraction in, 952–959
gradient-based, 952
marks, 950–951
perception and salient features, 951–952
perceptual relevance, 947
research in, 947–948
spatial coherence in, 950
strokes, 950–951
temporal coherence in, 950
Extended marching cubes algorithm, 653
Extensibility via shaders, 453
Extensible Application Markup Language (XAML), 35, 41, 928
animation elements, 55–56
structure of, 41–42
Eye, 106–110
gross physiology of, 106–107
luminous efficiency function for, 751
physiology of, 748–750
receptors, 107–110
resolution, 13
Eye coordinates, 314
Eye path, 796
Eye ray
and camera design notes, 406
generating, 404–406
testing eye-ray computation, 406–407
Eye ray visibility. See Primary visibility

F
Factorization (abstraction), 947
FF. See Fixed-function (FF)
Field of view, and aspect ratio, 316–317
Field radiance, 834, 846
Fields (half-resolution frames), 978
FillEllipse, 39
Fill rate, 14, 636
Filter(s)
applying, 500
Catmull-Rom filter, 542t
cubic B-spline filter, 542t
filtering / with, 502
Gaussian filter, 542t, 543, 545
Mitchell-Netravali filter, 542t
separable, 544
sinc filter with spacing one, 542t
and their Fourier transforms, 542t
unit box filter, 542t
Filtering, 500, 502, 557–559
Final gather step in photon mapping, 913
Finite element method, radiosity, 839
Finite element models, 349
Finite series
summing by sampling and estimation, 828–829
Finite-state automaton (FSA), 574, 857
probabilistic, 858f
Finite support, 535
Finite-support approximations, 540–541
First-person-shooter controls, 588
Fitts, Paul, 572
Fitts’ Law, 572, 587
Fixed-function (FF), 452
era, 452–453
to programmable rendering pipeline, 452–454
Fixed-function 3D-graphics pipeline, 119
Fixed point, 325–326
Flat shading, 20. See also Constant shading
Floating point, 325, 326–327
Floating-point coordinates, 38–39
Flow curve, 1015
Fluorescence, 671
Flux responsivity, 792
Focal distance, 301
Focal points, 951
and caustics, 798
Focus dot (camera manipulation), 586
Fog, 351
Fold set, 953. See also Contour(s)
Foreground image, 485
Form factor (radiosity), 840
computation of, 842
Form factor (display), 58–59
Forward Euler integration, 1018
Forward Euler method, 1019. See also Explicit Euler method
Forward-rendering design, 440
Fourier-like synthesis, 559–560
Fourier transform, 497
applications of, 522
of box, 517
definitions, 511
elements of, 516–517
of function on interval, 511–514
inverse, 520–521
properties of, 521
scaling property of, 521
Fourth-order Runge-Kutta method, 1020
Fovea, 107
Fractional linear transformation, 256
Fragment (pixel), 18, 1055, 1056f
Fragment generation, 17
Frames, 18
Fragment shaders, 466, 930. See also Pixel shaders
Fragment stage, 433
Framebuffers, 329, 971
front buffer, 971
Frame coherence, 983. See also Temporal coherence
Frames (individual images), 963
Frequency-based synthesis, and analysis, 509–511
Frequency domain, 513
Fresnel, Augustin-Jean, 681
Fresnel equations, 681, 727–729
unpolarized form of, 683
Fresnel reflectance, 683, 727–729
Fresnel’s law, 681–683, 682f
and polarization, 681–683
Frobenius norm, 663
Front buffer, 971, 975
Front face, of polygon, 337
Frontface polygon, 1048
Frustum clipping, 1028, 1045–1046
Frustum culling, 1023, 1028, 1044
Functional design (user interface), 570
Function classes, 505–507
Function \( L \)
writing in different ways, 706–707
Functions, 151–152
basis, 208
interpolated, 203
piecewise constant, 187
tabulated, 201
G
G3D (open source graphics system), 241, 295, 321, 356, 933
Game application platforms, 478
Game engines, 25. See also Game application platforms
Gamma, defined, 771
defined, 771
encoding, 398, 769–771
Gamuts (color), 331, 766
chromaticity diagram and, 766
matching problem, 766
Gaussian filter, 542t, 543, 545
GDI, 38
Generalized cone, 757
General position assumption, 291–292, 292f
General purpose computing on GPUs (GPGPU), 1142
Generics in programming languages, 1068
Gentle slope interface, 569
Genus of a surface, 196
Geometric algebra, 284
Geometric curve extraction, 952–959
Geometric light, 124, 133
Geometric model, 2, 41ff, 117ff, Geometric modeling, 595
Geometric objects, 93–94
Geometric optics, 726
Geometric shapes, 470–472
Geometry
collision proxy, 337
instancing, 349–350
large-scale object, 337
projective, 257
Geometry matrix, 597
Geometry processing, 458–460
Geometry shaders, 931
Geomorph, 649, 650f
GIF. See Graphics Interchange Format (GIF)
Gimbal lock, 269, 994
Glass
BRDF and, 705–706
Global illumination, 340
Glossy highlights, 134, 353, 359–361
Glossy scattering, 414, 716
GLUT (OpenGL Utility Toolkit), 456
Gonioreflectometer, 702
Gouraud, Henri, 128
Gouraud shading, 128, 723, 743, 933. See also Phong shading
fragment shader for, 937
vertex shader for, 935
GPGPU (general purpose computing on GPUs), 1142
GPU. See Graphics Processing Units (GPUs)
GPU architectures, 1108–1111
binned rendering and, 1137–1138
defferred shading and, 1135–1137
Larrabee (CPU/GPU hybrid), 1138–1142
organizational alternatives of, 1135–1142
Grabcut (technology-enabled interface), 590–591
Gradient-domain painting, 961
Graftals (scene-graph elements), 986, 986f
Graphical user interfaces (GUI), 4, 23–24
affordances, 572
arcball interface, 584
choosing the best, 587–588
conceptual design, 570
examples of, 588–591
functional design, 570
lexical design, 570
multitouch, 574–580
natural user interfaces (NUIs), 571
sequencing design, 570
suggestive interface, 589
trackball interface, 580–584
Graphics applications, 21
architectures of, 466–478
kinds of, 24–25
Graphics data, 21–23
Graphics Interchange Format (GIF), 484
Graphics packages
kinds of, 25–26, 451ff
Graphics pipeline, 14–15, 36, 119, 310, 452, 458ff, 927, 1109ff, 432–434
defined, 434
forms of, 927–929
parts of, 17–18
stages of, 16–19
Graphics platforms, 21, 22, 25, 26

Graphics Processing Units (GPUs), 18, 20
Graphics processor architecture, 8, 1107ff
Graphics program with shaders, 932–937
Graphics workstations, 932
Grays (color), 756
Grayscale, 482
Great circle, 273
Grid, as a class of spatial data structures, 1093–1101
construction, 1093–1095
ray intersection, 1095–1099, 1096f, 1098f
selecting grid resolution, 1099–1101
Grid cells, 1093, 1093f. See also Buckets
Grid resolution, selecting, 1099–1101
GUI. See Graphical user interfaces (GUI)

H
Haa wavelets, 531
transform, 531
Half-edges, 338
Half-open intervals, 150
Half-plane bounded by l, 174
Half-planes and triangles, 174–175
Half-vector, 721
Hand-animated cartoons, 966
Hash grid, 904, 1095
HDR images. See High dynamic range (HDR) images
Heat, defined, 672
Heat equation, 529
Heightfields, 344
Helmholtz reciprocity, 703–704, 714. See also Reciproc
Hemicube, 842
Hemisphere
cosine-weighted sampling on, 815
producing a cosine-distributed random sample on, 815
producing a uniformly distributed random sample on, 814
Hemisphere area light, 378–379
Hermite basis functions, 596
Hermite curve, 595–598
Hermite functions, 596
Heun’s method, 1019–1020
Hidden surface removal, 1023. See also Visible surface determination
Hierarchical depth buffer, 1024, 1050.
See also Hierarchical z-buffer
Hierarchical modeling, 35, 55, 313ff, 463–464
Hierarchical occlusion culling, 1049–1050
Hierarchical rasterization, 430
Hierarchical z-buffer, 1050. See also Hierarchical depth buffer
High-aspect-ratio triangles, 197
High dynamic range (HDR) images, 481
High-level design, 388–393
High-level vision, 105
Hit point (Unicam), 585
Homogeneous clip space, 429, 1047
Homogenization, 236, 254, 259
Homogenizing transformation, 265
Host code, 432
HoverCam (camera manipulator), 591
Hue (color description), 756
Hue-lightness-saturation (HLS) interface, 776–777
Hue-saturation-value (HSV) interface, 776–777
Human-computer interaction (HCI), 568
arball interface, 584
interaction event handling, 573–574
mouse-based camera manipulation (Unicam), 584–587
mouse-based object manipulation in 3D, 580–584
multitouch interaction for 2D manipulation, 574–580
prescriptions in, 571–573
suggestive interface, 589
two-contact interaction, 578
Human visual perception, 101–115
Human visual system, 29–30
Hybrid pipeline era, 453
Hyperbolic depth encoding, 1038–1040
complementary or reversed, 1039
Hyperbolic interpolation, 423

I
Identity matrix, 225
iid, see Independent dentically distributed random variables
Illuminant C (CIE chromaticity diagram), 765
Illumination, 9, 340, 362, 370ff, 722, 751, 785
Image
choosing format of, 484–485
composited, 485
compositing, 485–490
defined, 482
enlarging, 534–537
file formats, 483
foreground, 485
gradient, 544
information stored in, 482–483
losslessly compressed, 483
meaning of pixel during compositing, 486
Moiré patterns, 544
other operations and efficiency, 541–544
processing, 492–493
representation and manipulation, 481–494
RGB, 482
scaling down, 537–538
types of, 490–491
Image-based texture mapping, 559
Image display, 29
Image gradient, 544, 961
Images
and signal processing, 493–532
Image space, 22, 245
Image-space photon mapping, 876
Immediate mode (IM), 452
vs. retained mode (RM), 39–40
Implementation platform, 393–403
and scene representation, 400–402
and selection criteria, 393–395
and test scene, 402–403
utility classes, 395–400
Implicit curves, 616–619
Implicit functions, representing, 621–624
mathematical models and, 623–624
Implicit lines, 164
Implicitly defined shapes, 164, 615–633
advantages of, 615
in animation, 631–632
disadvantages of, 615
Implicit surfaces, 341–343, 619–620
ray tracing, 631
ray-tracing, 342–343
Importance function, 792, 819
Importance-sampled single-sample estimate theorem, 818–819
Importance sampling, 802, 818–820, 822, 854
integration and, 818–820
multiple, 820, 868–870
Impostors, 348
and billboards, 347–348
Impulses, 356, 713, 784, 1010–1012. See also Snell-transmissive scattering
deriving impulse equations, 1010–1011
magnitude of, 740, 793
Impulse scattering, 715–716, 740, 784. See also Impulses; Snell-transmissive scattering
Incremental scanline rasterization, 431
Independent identically distributed (iid) random variables, 808
Independent random variables, 807
properties for, 807
Indexed face sets, 77
Indexed triangle meshes, 338
Indexing arrays, 156
Indexing vectors, 156
Index of refraction, 107, 332. See also Refractive index
Indication (expressive rendering), 948
Indirect light, 370. See also Direct light
Indirect lighting, 834
Infinite series
summing by sampling and estimation, 829–830
Infinite support, 535
Information visualization, 4, 37
Inheritance, as key extraction method, 1073–1074
Initialization in OpenGL, 456–458
Injective function, 151. See also Surjective function
Inner product, 158
Inscattering, 738
Inside/outside testing, 175–177
Instance transform, 139–140
Instancing, described, 450
Instantiated templates, 39, 50
Integral, of spectral radiance, 692
Integral equation, 786
Integration
importance sampling and, 818–820
Intel Core 2 Extreme QX9770 CPU, 1138
Intensity (light), 700, 769–771
encoding of, 769–771
high-light perception of, 770
low-light perception of, 770
Intensity-independent colors, 765
Interaction, keyboard, 95
Interface, 434–444
Interior edge, 637
Interiors of nonsimple polygons, 177
Interior vertices, 194, 638
Interlaced television broadcast and storage formats, 978
Interlacing, 978–980
pulldown, 979–980
telecine, 978–980
International Color Consortium (ICC), 772
Interpolated function
properties of, 203
Interpolated shading (Gouraud), 128–129
Interpolating curve, 600
Interpolation
bilinear, 622
hyperbolic, 423
perspective-correct, 256, 312, 422–424
precision for incremental, 427–428
rational linear, 423
between rotations, 276–278, 277f
spherical linear, 275–276
vs. transformations, 259
Interpolation schemes, 621–622
bilinear interpolation, 622
Interval
Fourier transform on, 518
Invariant under affine transformations, 182
Inverse Fourier transform, 520–521
Inverse function, 151
Inverse tangent functions, 152–153
Invertibility, as a property of texture mapping, 555
Inward edge normal, 175
Irradiance, 697–699. See also Radiosity defined, 697
Index

Irradiance due to a single source, 698
Irradiance map, 557
Isocontour, 341
Isocurves, 616
Isosurfaces, 619. See also Level surfaces

J
Jaggies (image), 31
Joint transform, 140, 146–147
Just noticeable difference (JND), 754

K
k-dimensional structures, 1080–1081
kd tree, 1089
Kernel (photon map), 910
cylinder, 910–911
Kernel (photon mapping), 874, 1142
Key (data structure), 1068, 1077
Keyboard interaction, 95
Key frame, 966, 989. See also Key pose
Key pose, 966, 989. See also Key frame
Keys and bounds, extracting, 1073–1077
inherance, use of, 1073–1074
traits, 1074–1077
Kinect (interface device), 568
Kinetic energy, 1021
Knee joint
adding, 143–144
Knots, 601
Kubelka-Munk coloring model, 760

L
$L^2$ difference. See $L^2$ distance
$L^2$ distance, 104
$L^2$ (space of functions), 506ff
$L^2$ (space of sequences), 506ff
“Lab” color, 767
Lafortune model (light scattering model), 723–724
Lag. See Latency
Lambertian, 28, 358–359
Lambertian bidirectional reflectance
distribution function (BRDF), 720, 883
Lambertian emitter, 695
Lambertian luminaire, 785
Lambertian reflectance, 28, 358, 413, 720, 925
Lambertian reflectors, 719–721
Lambertian scattering, 413–414, 716, 725
Lambertian shading, 353
Lambertian wall paint, 708
Lambert’s Law, 358
Laplacian coordinates, 655–657
applications, 657–660
properties of, 657
Large-scale object geometry, 337
Larrabee (CPU/GPU hybrid), 1138–1142, 1139f
cache coherence, 1140
capability of, 1140
correct provisioning, 1141
efficient parallelization, 1141
flexibility in, 1140
vs. GeForce 9800 GTX, 1140
generality in, 1140
Intel’s IA-32 instruction set architecture
(ISA), use of, 1140
latency hiding, 1140
multiple processing cores, 1139
sequence optimization, 1141
specialized, fixed-function hardware, 1139
SPMD and, 1140
texture evaluation, 1139
wide vectors, 1139
Latency, 17, 1123–1126
Lateral inhibition, 108
Law of conservation linear momentum, 1011
Layout, defined, 85
LCD. See Liquid-crystal displays (LCDs)
LED-based interior lighting, 752
Legacy models, 324
Lemniscate of Bernoulli, defined, 616f
Lens flare and bloom, 366, 369
Level of detail (LOD), 347
Level set, 164, 341, 616
Level set methods, 631
Levels of detail (geometric representations), 645–649
determining, 645–646
parametric curves and, 649
surfaces and, 649
Level surfaces, 619. See also Isosurfaces
Lexical design (user interface), 570
Light(s), 26, 330–333, 784
ambient, 122, 124
area, 888
bending of, at an interface, 679–680
defined, 669
direct, 835, 865
directional, 125
elliptically polarized, 679
excitation purity and, 747
generic, 124
hemisphere area light, 378–379
indirect, 835, 865
infrared, 672
interaction with objects, 118–119
interaction with participating media,
737–738
metameric, 768
point, 886–887, 888–889
representation of, 887–889
light capture, 29
measuring, 692–699
modeling as a continuous flow, 683–692
monospectral, 747
omni-light, 379–380
other measurements of, 700
path, 796
physical properties of, 669–670
quantized, 670
rectangular area light, 377–378
scattering, 388–390
spectral distribution of, 746–748
transport, 335–336, 783–787
ultraviolet, 671
unpolarized, 683
wavelength of, 670
wavelike, 670
wave nature of, 674–677
Light energy
and photon arrival rates, 12–13
Light geometry, 133
Lighting, 312
direct, 834, 913
indirect, 834
and materials, 458
Phong, 930
programmable, 930
vs. shading in fixed-function rendering, 127–128
Lighting specification, 120–128
Light maps, 341
Lightness, 755, 756
CIE definition of, 755
Light path, 796
Light transport, 783–787
alternative formulations of, 846–847
boundaries and, 798
causics and, 798
classification of paths, 796–799
Metropolis, 871–872, 915
perceptually significant phenomena and, 797–799
polarization and, 798
shadow and, 797
symbols used in, 784t
transport equation, 786–787
Light-transport paths
classification of, 796–799
Linear combination, 157
Linear depth, 1040
Linear depth encoding, 1040
Linear interpolation, 201
Linearly polarized electric field, 678
Linear radiance, 398
Linear transformation, 221, 259, 307
degenerate (or singular) transformation, 224
examples of, 222–224
multiplication by a matrix as, 224
nonuniform scaling, 223
properties of, 224–233
rotation, 222–223
shearing, 223
Linear waves, 675
Linear z, 1040
Line of curvature, 956, 956f
Lines, intersections of, 165–167
Linked list (data structure), 1077
1D example, 1078–1079
Link of a vertex, 208, 641
Liquid-crystal displays (LCDs), 20
List, as a class of spatial data structures, 1081–1083, 1082f
C++ implementation of conservative
ball-primitive intersection in, 1083
C++ implementation of ray-primitive
intersection in, 1083
unsorted 1D list, 1081
List-priority algorithms, 1040–1043
BSP sort, 1043
clusters, 1043
depth-sort algorithm, 1042–1043
painter’s algorithm, 1041–1042
Live Paint, 1042
Local flatness (surface), 643, 882
Local Layering, 1042
LOD. See Level of detail (LOD)
Look vectors, 304
LookDirection, 122
Losslessly compressed image, 483
Lossy compression, 471, 483
Low-level vision, 105
Lucasfilm, 932
Luma, 771, 775
Lumens, 707
Luminaire models, 369
and direct and indirect light, 370
and nonphysical tools, 371–372
practical and artistic considerations of, 370–377
and radiance function, 370
Luminaires, 369, 784
area lights, 888
computer graphics, 369
representation of, 888–889
Lambertian, 785
point lights, 888–889
representation of, 888–889
Luminance, 707, 747, 755
of light source, 751
signal representative of, 770–771
Luminous efficiency, 707
Luminous efficiency function, 751
Luminous intensity, 751
M
Mach banding, 20, 211
Macintosh, 568
Magnitude, of impulses, 740, 793
Manifold meshes, 190, 191, 193–195
2D mesh as, 193
boundaries, 194
orientation of triangles in, 193–194
Manifold-with-boundary meshes, 195
operations on, 195
Mappings
application examples of, 557t
cylindrical, 555
Mappings (continued)
examples of, 555–556
reflection, 556
spherical, 555
Marching cubes, 625, 628–629
algorithm, 628
extended, 653
generalization of, 652–653
variants, 652–654
Marching squares, 627
Hermite version of, 653
Markov chains, 857–861
estimating matrix entries with, 858–859, 860–861
Metropolis light transport, 871–872
path tracing and, 856–857
Markov property, 857
Marks (expressive rendering), 950–951
creation of, 951
imitation of artistic technique for creating, 951
physical simulation, 951
scanning/photography approach for creating, 951
Mask, 485–486
Masking, 730
Master templates, 39
Material, in scattering, 712
Material models, 353–358
software interface to, 740–741
Materials
lighting and, 458
Mathematical model, 2, 11. See also
Geometric model; Numerical model;
Physical models
and sampled implicit function representations, 623–624
Mathematics, and computer graphics, 30–31
Matrix associated to a transformation, 224
Matrix/matrices, 156
diagonal, 230
identity, 225
invertible, 225
orthogonal, 230
properties of, 230–231
rank of, 231, 261
rotation, 270–272
singular value decomposition (SVD) of, 230
special orthogonal, 230
Matrix multiplication, 161–162
Matrix transformations, 222
interpolating, 280
Matter, 336
Matting problem, 367
MaxBounce (photon mapping), 873
McCLOUD, Scott, 947
Mean. See Expected value
Measured BSDFs, 358
Measured/captured models, of scattering, 713, 725–726
Measurement,
and sampling, 507
value of, 323–324
Measurement equation, 791–792
Measure of a solid angle, 687
Megakernel tracing, 1033
Memoization (component of dynamic programming technique), 983
Memory practice, 435–437
Memory principles, 434–435, 1117ff
Mesh(es), 338–341
adjacency information on, 338–339
alternative mesh structures, 338
applications, 652–667
beautification, 197
cached and precomputed information on, 340–341
closed, 190, 642
connected unoriented, 639
differential coordinates for, 657
embedding topology for, 637
functions on, 201–220
geometry, 643–644
icosahedral, 648
indexed triangle, 338
Laplacian coordinates for, 657
manifold, 191
manifold-with-boundary meshes, 195
meaning of, 644–645
nonmanifold, 195–196
nontriangle, 637
operations, 197
orientation of triangles in, 193–194
oriented, 191, 639–640
other simplification approaches, 652
per-vertex properties and, 339–340
polygonal, 953
progressive, 649–652
quad, 611, 611f
repair, 654–655
simplices, 208
simplification, 188, 197
subdivision of, 211
terminology, 641
terminology for, 208
topology of, 189, 637–643
triangle, 187, 187f, 188f
unoriented, 191
winged edge polyhedral representation and, 338
Mesh beautification, 197
Mesh flattening, 667
Mesh geometry, 643–644
Mesh Laplacians, 656
Mesh operations, 197
dge collapse, 197
dge-swap, 197–198
mesh beautification, 197
mesh simplification, 197
Mesh repair, 654–655
Mesh specification, 120–128
Mesh structures, 211
  memory requirements for, 196–197
Mesh topology, 637–643
Metaball modeling, 343
Metadata, 483
Metameric lights, 768
Metamers, 768
Metropolis light transport, 871–872, 915
Microfacets, 729
Microgeometry, 901
Micropolygon rasterization, 431–432
Micropolygons, 340, 431
Microsoft Office Picture Manager, 569
Minecraft, 964
MIP maps, 217, 491–492, 1120
Mirrors
  BRDF of, 705–706
  and point lights, 886–887
Mirror scattering, 715, 717–719
Mitchell-Netravali filter, 540f
Mixed probabilities, 820–821
Model, defined, 2
Modeling, defined, 2
Modeling space, 21
Modeling stage, 460
Modeling transformation, 51
Modelview, 314
Modelview matrix, 463
Modelview projection matrix, 314
Modified Euler method, 1020
Modular modeling
  motivation for, 138–139
Modulus, of complex numbers, 513
Moiré patterns (image), 544
Monet painting, 948
Monospectral distributions, 747
Monte Carlo approaches, 851–854
bidirectional path tracing, 853
classic ray tracing, 851–852
distribution ray tracing, 838
path tracing, 853
photon mapping, 853–854, 872–876
Monte Carlo integration, 783, 796, 854
Monte Carlo rendering, 786, 922
Moore’s Law, 8, 932
Morphogens, 561
Motion
  methods for creating, 966–975
  perception, 976–978
  root, 969
Motion blur, 980–983, 1061–1062
temporal aliasing and, 980–983
Motion-blur rendering, 922
Motion-induced blindness, 114
Motion perception, 976–978
  Beta phenomenon, 977
  strobing, 977
Motion planning, 972–973
Mouse-based object manipulation in 3D,
  580–584
  arcball interface, 584
  trackball interface, 580–584
MSAA. See Multi-sample anti-aliasing (MSAA)
Multipass rendering, 441
Multiple importance sampling, 820, 868–870
Multiresolution geometry, 471
Multisample antialiasing (MSAA), 433,
  1057–1058, 1136
  advantages of, 1058
  drawbacks of, 1057–1058
Multitouch interaction for 2D manipulation,
  574–580
Munsell color-order system, 762
Mutation strategy, 871
Mutually perpendicular vectors, 229, 240

N
Natural user interfaces (NUIs), 571
Nearest neighbor (density estimation), 912
Nearest-neighbor field, 564
Nearest-neighbor strategy (animation), 967
Near-plane clipping, 1044, 1046
Negative nodes (BSP tree), 1031
Neighborhood (subdivision surfaces), 610
Neighbor-list table, 191
Nit (photometric term), 751
Nonconvex spaces, 211–213
Nonmanifold meshes, 195–196
Nonphotorealistic camera, 3
Nonphotorealistic rendering (NPR), 945, 986
Nonphotorealistic tools, 371–372
Nonspectral colors, 766
Nonspectral radiant exitance, 700. See also
  Radiosity
Nonuniform B-spline, 604
Nonuniform Catmull-Rom spline, 601–602
Nonuniform rational B-spline, 604
  advantages of, 604
  CAD systems and, 604
Nonuniform scale. See Nonuniform scaling
  transformation
Nonuniform scaling, as linear transformation
  in the plane, 223
Nonuniform scaling transformation, 223
Nonuniform spatial distribution, 1100
Nonzero winding number rule, 177
Norm, of a vector, 157
Normal. See Normal vectors
Normalization process, 72
Normalized Blinn-Phong, 359–361
Normalized device coordinates, 22, 72.
  See also Camera-space coordinates
Normalized fixed point, 325
Normalizing vector, 157
Normal maps, 647
Normal transform. See Covectors, transforming
Normal vectors, 16, 27–28, 164, 193–194
Notation, mathematical, 150
Numbers
  and orders of magnitude in graphics, 12–15
Numerical integration, 29, 801–802
deterministic method, 801–802, 804
probabilistic or Monte Carlo method, 802
Numerical methods for solving ODEs, 1017–1020
Numerical model, 11. See also Mathematical model; Physical models
NURB. See Nonuniform rational B-spline
NVIDIA GeForce 9800 GTX GPU, 1138
Nyquist frequency, 515
Nyquist rate, 544
Object-centered rotation, 272. See also
  Body-centered rotation
Object coordinates, 140, 245. See also
  Object space
Object ID channel, 485
Object-level scattering, 711–712
Object-oriented API, 41
Objects
  detail, 1051
  interaction with light, 118–119
  and materials, 27–28
Object space, 245. See also Modeling space;
  Object coordinates
Occlusion, 308, 1023ff
  in 2.5D systems, 1042
Occlusion culling, 1023, 1049
hierarchical, 1049–1050
Occlusion function, 1025
Occlusion query, 1049
Oct tree, 629, 1090
Odd winding number rule, 177
OLED. See Organic light-emitting diodes (OLEDs)
Omnidirectional point light
Omnilight, 379–380
One-dimensional (1D) meshes, 189
boundary of, 190
  data structure for, 191–192
manifoldmesh, 190
1-ring (vertices), 641
OpenGL, 452
  compatibility (fixed-function) profile, 454–455
  core API, 466
  programmable pipeline, 464–466
  program structure, 455–456
  utility toolkit, 456
OpenGL ES, 479
OpenGLUtilityToolkit. See
  GLUT(OpenGLUtilityToolkit)
Optic disk, 107
Optimization
  early, 446–447
  and performance, 444–447
Ordinary differential equation (ODE), 998
general ODE solver, 1016–1017
numerical methods for, 1017–1020
Oren-Nayar model, 732–734
Organic light-emitting diodes (OLED), 20
Orientation-preserving reflection, 264, 284
Oriented 2D meshes, 194–195
  boundaries and, 194–195
Oriented meshes, 191
  closed, 195
Oriented simplex, 639
Orthogonal matrix, 230
Orthographic cameras, 315–317
Orthographic projections. See Parallel projections
Outer product (matrices), 260
Output merging stage, 433–434
Output-sensitive time cost, 1079
Outscattering, 738
Outside/inside testing, 175–177
Outward edge normal, 175
Over operator, 365
P
Packet tracing, 1061
Painter’s algorithm, 1028, 1041–1042
Panning (camera controlling technique), 585
Pantone™ color-matching system, 761
Paraboloid, dual, 554
Parallel projections, 315–316
Parameterization
  building tangent vectors from, 552–553
  of lines, 155
  texture, 555
  of triangles, 171
Parameterized model, 76
Parametric equation, 341
Parametric form of the line between P and Q, 155
Parametric-implicit line intersection, 167
Parametric lines, transforming, 254
Parametric-parametric line intersection, 166
Partial coverage, 364–367, 365, 1028,
  1054–1062
  defocus, 1060–1061
  as a material property, 1062
  motion blur, 1061–1062
  spatial antialiasing, 1055–1060
Participating media, 737–738
Particle collision detection, 1008–1009
Particle collisions, 1008–1012
  collision detection, 1008–1009
  impulses, 1010–1012
  normal forces through transient constraints, 1009
  penalty forces, 1009–1010
Particle systems, 350–351
Path mesh, 668
Path tracer
basic, 889–904
building, 864–868
code, 893–901
core procedure in, 893
Kajiya-style, 866, 867
preliminaries, 889–893
symbols used in, 890
Path-tracer code, 893–901
Path tracing, 853, 853f, 855
algorithmic drawbacks to, 855–856
bidirectional, 853, 870–871
constructing a photon map via, 873
and Markov chains, 856–857
path tracer, building, 864–868
Pdf. See Probability density function (pdf)
Pen (geometric attribute), 38
Penalty force
application of, 1009–1010
computation of, 1009–1010
defined, 1009
Pen of rays, 1060
Penumbra, 505, 798
Perception, human visual. See Human visual perception
Perceptual color spaces, 767–768
Peripheral color perception, 781–782
Perlin noise, 560–561, 561f
Perspective camera specification, 301–303
Perspective-correct interpolation, 422–424
Per-vertex properties
of meshes, 339–340
Phong exponent, 736
Phong lighting, 930
Phong lighting equation, 938
Phong model (reflection model), 721–723
Phong reflectance (lighting) model, 134
Phong shader, 937–939
Phong shading, 723. See also Gouraud shading
fragment shader for, 938–939, 940
vertex shader for, 938
Phosphorescence, 671
Photography
computational, 493
Photometry, 670, 700
Photon(s), 369, 670
defined, 872
photon-mapping, 872
propagation, 907–908
Photon arrival rates
and light energy, 12–13
Photon emission, 376–377
Photon mapping, 853–854, 872–876, 904–914
bias in, 875
consistency in, 875
density estimation and, 912
final gather step in, 913
image-space, 876
limitations, 875
main parameters of, 873
phases of, 872
schematic representation of, 853f
Photon propagation, 907–908
Photon tracing, 872
Photopic vision, 753–754
Photorealism, 945
Photorealistic rendering, 31
Physical coordinate system, 38
Physically based animation, 963, 989
Physically based models, of scattering, 713, 727–734
Physical models, 11. See also Numerical model; Physical models
Physical optics, 726
Physical units
and compositing, 489–490
Physics scene graphs, 352–353
Pick correlation, 39, 60, 139, 464
Pick path, 464
Piecewise constant function, 187
Piecewise linear extension, 210
animation, use in, 211
defined, 210
limitations of, 210–211
mesh structure and, 211
Piecewise linear reconstruction, 505
Piecewise-smooth curves, 540
Pie menus, 573, 573f
Pitching, 267
Pixar, 932
Pixel coordinates, 22
Pixel program, 433
Pixels
defined, 29
Pixel shader. See Pixel program
Pixel shaders, 930. See also Fragment shaders
Pixel stages
and vertex stage, 433
Pixel values, 482
Pixmaps. See Bitmaps
Planar wave, 676
Planck, Max, 674
Planck’s constant, 12, 670, 674
Plenoptic function, 370, 693
PNG. See Portable Network Graphics (PNG)
Point lights, 124–125, 133, 886–889
computing direct lighting from, 894
mirrors and, 886–887
reflecting illumination from, 894
Points, 234–235, 288
Point sets, 345–346
Poisson disk process, 921
Polarization, 670, 677–679
circular, 678f
Fresnel’s law and, 681–683
linear, 678f
Polarizers, 679
Polling (interaction loop), 574
Polygon contour extraction, 955
Polygon coordinates, 249. See also Modeling coordinates
Polygon meshes, 635
Polygons, 175–182
back face, 337
drawing as black box, 23
front face, 337
interiors of nonsimple, 177
micropolygon, 340
normal to polygon in space, 178–179
genus, 14
simple, 175
Polygon soup, 654
Polyhedral manifolds, 191
Polyhedral meshes
conversion to, 625–629
conversion to implicits, 629
Polyline, 81
Polyomorphic types, 1068
Polyorphism, 1073
“Poor man’s Fourier series,” 560
Poor sample test efficiency, 420
Popping, 985
Portable Network Graphics (PNG), 484
Portal culling, 470
Portals, 1051, 1052–1054
Positive nodes (BSP tree), 1031
Positive winding number rule, 177
Potential energy, 1021
Potentially visible set (PVS), of primitives, 1050
Power vectors, 875
p-polarized light source, 681
p-polarized waves, 681
Practical lights, 372
Prebaking (models), 247
Premultiplied alpha, 366–367, 487
problem with, 489
Presentation vector graphics, 1042
Primary colors, 758–759
Primary ray, 1027
Primary visibility, 1023, 1024, 1027
Primitive components
geometries of, 140–141
instantiating, 141
Primitives per second, 6
Principal curvatures, 956
Principal directions, 956
Probability
of an event, 803
continuum, 808–810
mixed, 820–821
Probability density, 684, 686
Probability density functions (pdf), 684, 808, 810–812
Probability masses, 685, 820
Probability mass function (pmf), 803, 805
Probability of an event, 809
Procedural code, 35, 55, 58
vs. declarative specification, 40
dynamics via, 58
Procedural texturing, 549
Programmable graphics card, 8. See also GPU.
Programmable lighting, 930. See also Programmable shading
Programmable pipeline, 433, 453–454
abstract view of, 464–466
OpenGL, 464–466
Programmable rendering pipeline
fixed-function to, 452–454
Programmable shading, 930, 932. See also Programmable lighting
Programmable units, 433
Programmatic interfaces, 1068–1077
Programmer instruction batching, 1033
Programmer’s model, 17, 454–464
Progressive meshes, 649–652
goal of, 649
Progressive refinement (radiosity), 843
Progressive television formats, 978
Projected solid angle, 690
Projection stage, 460
Projection textures, 555, 629
Projective frame, 265
Projective geometry, 77, 257
Projective transformations, 255, 257, 259–260, 263, 291–293, 308
general position, 291–292, 292f
properties of, 265–266
Projective transformation theorems, 265–266
Propagation, 332–333
Proxies (data structure), 1068
Pseudoinverse
defined, 232
least squares problems and, 232
SVD and, 231–233
Pseudoinverse Theorem, 232
Pulldown (interlacing), 979–980
Q
Quad fragments, 1137
Quad meshes, 611, 611f, 635
Quadratic error function, 653
Quad trees, 1090, 1091f
Quake video game, 1052
Quantitative invisibility, 1028
Quaternions, 273, 283, 993
QuickDraw, 38
R
Radial curvature, 957
Radiance, 333, 397, 693, 694–695
area-weighted, 910
Rendering, 6
animation and, 975–987
binned, 1137–1138
debugging and, 915–919
double-buffered, 971, 975–976
expressive, 945–962
intersection queries in graphics that arise from, 1066–1067
Monte Carlo, 922
motion blur, 980–983
motion-blur, 922
nonphotorealistic, 945, 986
pen-and-ink, 950
photorealistic, 31
stroke-based, 955
temporal aliasing, 980–983
Rendering equation, 373–376, 703, 783, 786–787, 831–836
approximating, 826
approximations of the series solution of, 847–848
discretization approach, 838–844
domain restriction, 827
for general scattering, 789–792
Markov chain approach for solving, 857–861
methods for solving, 825–831
Monte Carlo approaches for solving, 851–854
recursive approach for solving, 861–864
series solution of, 844–846
simplifying, 840
spherical harmonics approach, 848–851
Replication
in spectrum, 523–524
Representations
comparing, 278–279
evaluating, 322–323
of implicit functions, 624–625
of light, 887–888
and standard approximations, 321–384
surface, 882–887
triangle fan, 338
Resolution, 8
eye’s resolution, 13
Resolution dependence, 38
Resolved framebuffer, 1056, 1056f
Restricted transformations, 295–297
advantages of, 295
disadvantages of, 295
Retained mode (RM), 452
vs. immediate mode (IM), 39–40
Retina, 107
Retroreflective scattering, 716
Reuse of components, 144–147
Reyes micropolygon rendering algorithm, 982–983
RGB color cube, 772–773
RGB color model, 772–774
RGB format, 481
RGB image, 482
Ridges, 956–957
apparent, 958–959
Right-handed coordinate system, 158
Rigid coordinate frame, 240
Ringing, 510f, 529, 538
Rodrigues’ formula, 293
Rods (color receptors), 107, 749
saturated, 755
Rolling, defined, 267
Root frame, 972
Root frame animation, 972
Root motion, 969
Rotation, as linear transformation in the plane, 222–223
Rotation about z by the an angle, 266
Rotation around z, 239. See also Rotation in the xy-plane
Rotation by an angle in the xy-plane of 3-space, 266
Rotation in the xy-plane, 239. See also Rotation around z
Rotation matrix, 270–272
finding an axis and angle from, 270–272
Rotation(s), 264, 266
3-sphere and, 273–278
axis-angle description of, 269–270
interpolating between, 276–278
vs. rotation specifications, 279–280
Rule of five, 698, 925
Russian roulette, 874
S
S (normalizing vectors), definition, 157
Sahl, Ibn, 679
Sample-and-hold strategy (animation), 967
Sample and hold reconstruction, 505
Samples (implicit functions), 621
Samples (pixel), 1055, 1056f
Sample shaders, 930
Sampling, 29, 507–508, 557–559, 724–725
approximation of, 519
and band limiting in interval, 514–515
cosine-weighted, 815
importance, 818–820, 854
integration and, 31
multiple importance, 868–870
rejection, 823
stratified, 920
summing a series by, 828–830
Sampling framework, 407–408
Sampling strategy, 854
Sampling theorem, 515
Scalability, 469
Scalar attributes, 651
Scalar multiplication, 157, 158
Scale invariance, 911
Scale transformations, 263–264
Scanline interpolation, 208–210
Scanline rendering, 209
Scanners, 5, 5f
Scattering, 711, 792–793
approximating, 848–851
diffuse, 713, 716
diffuselike, 792
due to transmission, 900
equation, 790
glossy, 716
impulse, 715–716, 784
kinds of, 714–717
Lambertian, 716
of light, 388–390
mirror, 715, 717–719
models, 713
nonspecular, 852
object-level, 711–712
physical constraints on, 713–714
reflective, 715
refractive, 716
rendering equation for, 789–792
retroreflective, 716
Snell-transmissive, 783–784
subsurface, 720, 738–739
surface, 712–714
transmissive, 715
volumetric, 737, 793
Scattering equation, 790
Scattering functions, 354–358
Scattering models, 723. See also Reflection model
Blinn-Phong model, 721–723
Cook-Torrance model, 731–732
empirical/phenomenological models, 713, 717–725
Lafortune model, 723–724
measured/captured models, 713
Oren-Nayar model, 732–734
Phong model, 721–723
physically based models, 713, 727–734
Torrance-Sparrow model, 729–731
types of, 713
wave theory models, 734–736
Scatters, light, 333
Scene, 21, 31, 37
abstract coordinate system to specify, 42–44
planning, 120–124
reduction of complexity, 469
Scene generator, 37
Scene graphs, 39, 118, 351–353
coordinate changes in, 248–250
hierarchical modeling using, 138–147
physics, 352–353
Scene modeling, 945
Scene representation, 400–402
Schematization (abstraction), 947
Schlick approximation, 728–729
Scotopic vision, 753–754
Screen door effect, 986
Screen space, 245
Screen tearing, 976
Second-order Runge-Kutta methods, 1019
Sector (polyhedron), 1050
Sector-based conservative visibility, 1050–1054
mirrors, 1052–1054
portals, 1052–1054
stabbing line, 1051
stabbing tree, 1051–1052
Sector-based culling, 470
Segments (of a spline), 599
Self-shadowing, 1027. See also Shadow acne
Semantic element, 352
Semi-Explicit Euler method. See
Semi-Implicit Euler method
Semi-Implicit Euler method, 1019
Sensor response, 791
Separable filter, 544
Sequencing design (user interface), 570
Sets, 150
Shaders, 8, 453. See also Programs
creating, 437–442
defined, 928
extensibility via, 453
fragment, 466, 930
game, 931
historical development, 929–932
Phong, 937–939
pixel, 930
sample, 930
in scattering model, 723
simple graphics program with, 932–937
subdivision surface, 931
tessellation, 931
vertex, 930, 931
Shader-specified visibility, 1136
Shader wrapper, 933
G3D, 933
Shades (color), 756
Shading, 412–413, 723, 1055
defered, 1135–1137
interpolated, 128–129
vs. lighting in fixed-function rendering, 127–128
two-tone, 959
Shading language, 927
Shading normals, 339
Shadow, and light transport, 797
Shadow acne, 325, 416, 1027. See also
Self-shadowing
Shadow map, 428, 848
Shadow mapping, 557t
Shadows, 112–113, 414–417
acne, 325, 416, 1027
applications of, 113
curvature, 946
direct, 946
Shannon sampling theorem, 515
Shape constancy, 110
Sharp edges, 651
Sharpening, 543, 545
Shearing transformations, 264
as linear transformation in the plane, 223
Shift-invariant, 529
Shutter time, 980. See also Exposure time
SIGGRAPH (Special Interest Group on GRAPHics and Interactive Techniques), 4, 922
Signal processing, 500
and images, 493–532
Signal, 500
Signed area
of a plane polygon, 177–178
Signed distance transform of the a mesh, 629
Signed normalized fixed-point 8-bit representation, 551
Silhouette, 952
Silicon Graphics, Inc., 931–932
SIMD. See Single Instruction Multiple Data (SIMD)
Simple polygons, 175
Simplex, 208
boundary of, 208
categories of, 208
oriented, 639
Simplicial complexes, 198
Simplification, 471
abstraction, 947
of triangle meshes, 188, 649
Single Instruction Multiple Data (SIMD), 430, 1033
Singular transformation. See Degenerate transformation
Singular value decomposition (SVD), 230
computing, 231
matrix properties and, 230–231
and pseudoinverses, 231–233
Singular values of matrix M, 230
Size constancy, 110
Skyboxes, 348–349
Sky sphere. See Skyboxes
Slerp, 275. See also Spherical linear interpolation
Slicing, 935
Smith, Alvy Ray, 498
Smooth edges, 953
Smooth manifolds, 190
Snell’s law, 679, 683, 728
Snell-transmissive scattering, 783–784. See also Impulses
Soft particles, 351
Software-platform independence, 44
Software stack, 468
Solid angles, 370, 686–688
computations with, 688–690
measure of, 687
projected, 690
subtended, 687
Source (texture image), 563
Source polygon, 1045
Spatial acceleration data structures. See Spatial data structures
Spatial antialiasing, 1055–1060
A-buffer, 1057
analytic coverage, 1059–1060
coverage sampling antialiasing (CSAA), 1058–1059
multisample antialiasing (MSAA), 1057–1058
supersampled antialiasing (SSAA), 1056–1057
Spatial coherence, 950
Spatial data structures, 353, 1023,
1065–1102
colorizing, 1077–1079
evaluating keys and bounds, 1073–1077
generic use of, 1077
grid, 1093–1101
hash grid, 1095
Huffman’s algorithm and, 1089
intersection methods of, 1069–1073
k-dimensional structures, 1080–1081
list, 1081–1083
ordered, 1077
polymorphic types, 1068
programmatic interfaces, 1068–1077
ray intersection, 1095–1099
selecting, 1077
trees, 1083–1093
Spatial frequencies, 103
SPD. See Spectral power distribution (SPD)
Special orthogonal matrix, 230
Specification
camera, 301–303
color, 133
transformations and camera, 299–317
Spectral irradiance, units of, 698
Spectralon, 720
Spectral power distribution (SPD), 747
incandescent lights, 748
monospectral distributions, 747
Spectral radiant exitance, 699
Spectrum (of a signal), 513
replication in, 523–524
Specular, in graphics, 8
Specular exponent, 137
Specular power. See Specular exponent
Specular reflections, 137, 713
physical models for, 726–727
Specular (mirror) reflections, 353
Specular surface, 27
Sphere mapping, 340
Sphere-to-cylinder projection theorem, 688
Sphere trees, 649, 1093
Spherical harmonics, 531, 843, 848–851
Spherical linear interpolation, 275. See also Slerp
Spline patches, 344
and subdivision surfaces, 343–344
Splines, 343, 595ff, 599, 607ff, 623
S platting plane, 1030, 1030f
s-polarized wave, 681
Spot color, 766
Spotlight, 133, 702
Square integrable, 506
Square summable, 506
sRGB standard, 774
Stabbing line, 1051
Stabbing tree, 1051–1052
Stamping, 985
Standard basis vectors, 227
Standard deviation, 807
Standard implicit form for a line, 165
Standard parallel view volume, 307
Standard perspective view volume, 307
Star, of a simplex, 208, 208f
Star, of a vertex, 208, 641
Star of an edge, 641
State machine, 454
State variable, 454
State vectors, 1015
Static frame, 462–463
Statistical estimators, 827–830
Stefan-Boltzmann law, 672
Stencil buffer, 329
Steradians, 688
Steven Anson Coons Award, 608
Stratified sampling, 920
Strokes (motion perception), 977
Strobing (motion perception), 950–951
creation of, 951
imitation of artistic technique for creating, 951
oil-paint, 951
pen-and-ink, 951
physical simulation, 951
scanning/photography approach for creating, 951
Styles, 85
artistic, 947
Subcomponents, 138, 141–144
Subdivision, meshes, 211
Subdivision, of triangle meshes, 188
Subdivision curves, 604
Subdivision surfaces, 344, 607
Catmull-Clark, 610–613
modeling with, 613–614
Subdivision surface shaders, 931
Subsurface refector, 720
Subsurface scattering, 353, 720, 738–739
computing, 739
modeling, 739
physical modeling, 739
practical effects of modeling, 739
Subtractive color, 760
Suggestive contour generator, 958
Suggestive contours, 957–958
characteristics of, 958
Suggestive interface, 589
Summary measures, of light, 670
Sum-squared difference, 104
Superposition, 361
Supersampled antialiasing (SSAA), 1056–1057
advantages of, 1056
drawbacks of, 1056–1057
implementing, 1056
Surface mesh
embedding of, 642
Surface normal, 16, 27–28
Surface radiance, 786–787, 834, 846
computation from field radiance, 786
Surface radiance function, 787
Surface representations, 882–887
Surface, 390, 607
with boundary, 637–638
closed, 638
implicit, 619–620
orientable, 639
oriented, 639
representations, 882–887
triangulated, 637–638
Surface scattering, 712–714
physical constraints on, 713–714
scattering models, 713
Surface Texture, 132, 547ff
texturing via stretching, 132
texturing via tiling, 132
in WPF, 130–132
Surface with boundary, 638
Surjective, 151. See also Bijective
Sutherland-Hodgman 2D clipping, 1045–1046
Swapping loops, 418–419
T
Tabulated functions, 201
Tagged Image File Format (TIFF), 482
Tangent field, 1015–1016
Tangent-space basis, 340
Tangent vectors
building from a parameterization, 552–553
Target (texture image), 563
Taylor polynomial, 1017
Teddy (user interface), 590
Telecine (interlacing), 978–980
Template (pixels), 563
Templated classes in programming languages, 1068
Temporal aliasing, 980–983
motion blur and, 980–983
Temporal coherence, 950, 962, 983
advantage of, 983
burden of, 985–987
exploiting, 983–984
Tent-shaped functions, 208. See also Basis functions
Tent-shaped graphs. See Basis functions; Tent-shaped functions
Tessellation shaders, 652, 931
Test beds, 72, 81
2D Graphics, 81–98
application of, 95–98
details of, 82–87
structure of, 83–88
using 2D, 82–83
Test scene, 402–403
Texels, 365, 742
Texture aliasing, 216
Texture coordinates, 339, 548
assigning, 555–557
assignment of, 215–216
Texture mapping, 131, 214–215, 547ff
application examples of, 557t
defined, 548
details of, 216
image-based, 559
problems, 216–217
properties of, 555
Texture maps, 15–16, 215, 547ff
codomains for, 553–554
Texture parameterization, 555
Textures
modeling, 630
projection, 555
Texture-space diffusion, 341
Texture synthesis, 559–562
Fourier-like synthesis, 559–560
Perlin noise, 560–561, 561f
reaction-diffusion textures, 561–562
Texturing
bump mapping, 550–551
contour drawing, 551–552
environment mapping, 549–550
variations of, 549–552
via stretching, 132
via tiling, 132
3ds Max transformation widget, 588–589, 588f
3D transformations
building, 237
3D view manipulation widget, 588–589, 588f
3-space
essential mathematics and geometry of, 149–182
3:2 pulldown algorithm (interlacing), 979
TIFF. See Tagged Image File Format (TIFF)
Tile fragments, 1137
Tiling rasterizer, 430–431
Tiling principle, 180–181
Time domain, 513
Time-state space, 1013–1015
TIN. See Triangulated Irregular Network (TIN)
Tints (color), 756
T-junction, 642
Tone mapping, 919
Tones (color), 756
Tool trays, 569
Toon-shading, 940–942
fragment shader for improved, 942
pixel shader for, 941
two versions of, 940–942
vertex shader for, 940–941
Torrance-Sparrow model, 729–731
Total internal reflection, 682
Trait data structure, 1074
Traits, as key extraction method, 1074–1077
advantages of, 1076
disadvantages of, 1076
Transformation
linear, 307
modeling hierarchy and camera, 313–315
perspective-to-parallel, 313
projective, 308
rasterizing renderer pipeline and camera, 310–312
unhinging, 307
windowing, 300
Transformation associated to the matrix M, 224
Transformation pipeline, 460
Transformations, 221–286, 288–290
adjoint, 253
affine, 234, 259
AffineTransformation2, 288
associated, 294
change-of-coordinate, 231
classes of, 288–289
composed, 235
and coordinate systems, 229–230
covector, 253
efficiency of, 289–290
finding the matrix for, 226–228
fractional linear, 256
homogenizing, 265
implementation, 290–293
vs. interpolation, 259
linear, 221, 259
LinearTransformation2, 288
matrix, 222
MatrixTransformation2, 288
modeling, 630
parametric lines, 254
projective, 255, 257, 259–260, 263, 291–293
ProjectiveTransformation2, 289
restricted, 295–297
scale, 263–264
shearing, 264
specification of, 290
in three dimensions, 263–285
in two dimensions, 221–262
of vectors, 250–253
windowing, 236–237, 236f
world-centered rotation, 272
Translation, 222, 233–234, 263
Translation equivariant reconstruction, of signal, 546
Translucency, and blending, 361–364
Transmission/rendering, 353, 367–368
reduction, 470–472
Transmissive scattering, 715
Transparent surface, 364
Transport, light, 335–336
Transport equation, 786–787
Transport paths, separation of, 844
Transposition, 156
Trees, as a class of spatial data structures, 1083–1093
binary space partition (BSP) trees, 1084–1089
Bounding Volume Hierarchy (BVH), 1092–1093, 1092f
building BSP trees, 1089–1092
kd tree, 1089
oct tree, 1090
quad trees, 1090, 1091f
Triangle fan, 338
Triangle list, 338
Triangle meshes, 187, 187f, 188f, 635
icosahedral, 187
1D mesh, 189
shape approximation, 187–188
simplification of, 188, 649
subdivision of, 188
uniformity of, 188
Triangle processing, 17
Triangle reordering for hardware efficiency, 664–667
Triangles, 171–175
half-planes and, 174–175
parameterization of, 171
signed area, 177
in space, 173–174
Triangle soup, 338
Triangle strip, 338
Triangulated Irregular Network (TIN), 345
Triangulated surfaces, 637–638
Triple buffering, 976
Trotter, Hale, 149
2D barycentric weights, 424–427
2D coverage sampling, 422
2D graphics
  dynamics in 2D graphics using WPF, 55–58
evolution of, 37–41
overview of, 36–37
test beds, 81–98
and Windows Presentation Foundation (WPF), 35–60
2D manipulation
  multitouch interaction for, 574–580
2D raster graphics platform, 38
2D scene
  WPF to specify, 41–55
2D scissoring, 1044
2D transformations, 238–239
  building, 238–239
2-ring (vertices), 641
2-space
  essential mathematics and geometry of, 149–182
Two-and-a-half dimensional, 43
Two-tone shading, 959
U
Übershader, 441
UI controls, 39, 41
UI generator, 37
Ulam, Stanislaw, 945
Umbilic points, 956
Umbra, 505, 798
Uncanny valley, 19
Undragging, 581
Unhinging transformation, 307
Unicam, 584–587
Uniform color space, 767
Uniform density
  on the sphere, 813
defined, 809
Uniform spline, 601
Uniformity, of triangle meshes, 188
Uniform random variable, 807
Uniform scaling transformation, 223
Units, 333
Unit vector, 157, 229
Unoccluded two-point transport intensity, 847
Unoriented meshes, 191
Unpolarized light, 683
Unsigned normalized, 325
Up direction, 122, 302
User interface (UI), 6–7, 21
User interface examples, 588–591
  Chateau, 589–590
  first-person-shooter controls, 588
  Grabcut, 590–591
  Photoshop’s free-transform mode, 589
  Teddy, 590
  3ds Max transformation widget, 588–589, 588f
Utility classes, 395–400
uv-coordinates, 216
V
Valence, 637
Valleys, 956–957
Value (data structure), 1077
Value of measurement, 323–324
Vanishing point, 77
Variables
  change of, 690–692
Variance, 807, 818
Variance reduction, 921
Vectorization (programmer instruction batching), 1033
Vectors, 155–161, 234–235, 288
  coordinate, 155
  edge, 175
  indexing, 156
Vectors (continued)
kinds of, 162–163
length of, 157–161
normal, 164
normalizing, 157
operations, 157–161
transforming, 250–253
Vertex/Vertices, 50, 65, 189
boundary, 194, 638
degree of, 637
interior, 194, 638
link of, 208
locally flat, 643
manifold, 194f
star of, 208
Vertex geometry processing, 17
Vertex geometry transformation, 17
Vertex normal, 129
Vertex shaders, 465, 930, 931
Vertex stage
and pixel stages, 433
Vertical synchronization, 976
Video standards, 775–776
View center (camera manipulation), 586
ViewCube (3D view manipulation widget),
588–589, 588f
View-frustum culling, 470, 1023
Viewing stage, 460
Viewport, 37, 302, 455
Viewport3D, 119, 121
View region, 63
View specification
building transformations from, 303–310
View volume, 77, 120, 302
standard parallel, 307
standard perspective, 305, 307
Vignetting, 336
Virtual archball, 280–283, 584
Virtual parallelism, 1113f
Virtual sphere, 580
Virtual trackball, 280–283, 580
Virtual transitions, 671
Visibility, 65
conservative, 1023
coverage (binary), 1027–1028
goals for, 1023
list-priority algorithms, 1040–1043
primary, 1023, 1024, 1027
sector-based conservative, 1050–1054
Visibility determination
applications of depth buffer in, 1035–1036
backface culling, 1047–1049
current practice and motivation, 1028–1029
depth buffer, 1034–1040
frustum clipping, 1028, 1045–1046
frustum culling, 1023, 1028, 1044
hardware rasterization renderers and, 1028
Hierarchical occlusion culling, 1049–1050
list-priority algorithms, 1040–1043
partial coverage, 1028, 1054–1062
ray casting, 1029–1034
ray-tracing renderers and, 1028
Visibility function, 786, 799, 1025–1027
evaluating, 1026
Visibility problem. See Visibility testing
Visibility testing, 422
Visible contour, 953. See also Contour(s)
Visible points, 390–391
Visible spectrum, 330–332
Visible surface determination, 1023. See also
Hidden surface removal
Vision
photopic, 753–754
scotopic, 753–754
Visual cortex, 103, 106, 108, 110
Visual perception, human. See Human visual
perception
Visual system, 103–105
applications of, 105, 109–110
components of, 103
Volumetric models, 349–351
Volumetric scattering, 737
Voxelization, conservative, 1096
Voxels, 349–350
VRML, 479
vup, 302
W
Walk cycle, 966
Warnock’s Algorithm, 1041
Warped z-buffer, 1038
Watertight model (meshes), 643
Wavelength, 332, 675
Wave theory models, 734–736
Wave velocity, 675
w-buffer, 1040. See also Depth buffer
WebGL, 479
Weiler-Atherton Algorithm, 1041
Wheel of reincarnation, 18–19
Whites (color), 769
CIE definitions, 769
illuminant C, 769
illuminant E, 769
Whole-frustum clipping, 1044, 1047
Widgets. See UI controls
Wien’s displacement law, 710
Wii (interface device), 568
WIMP (windows, icons, menus, pointers)
GUI (WIMP GUI), 6, 8, 567
Winding number, 176–177
Window chrome, 36
Windowing transformation, 236–237, 236f,
300
Windows Presentation Foundation (WPF)
2D Graphics using, 35–60
application/developer interface layers,
40–41
canvas coordinate system, 45–46
data dependencies, 91–92
dynamics in 2D graphics using, 55–58
Index

reflectance model, 133–138

to specify 2D scene, 41–55

surface texture in, 130–132

Winged-edge data structure, 196

Wire-frame model, 65

The Wizard of Oz (film), 950

Woodcut, Dürer, 61–65, 1035

World-centered rotation, 272

World coordinate system, 119

World space, 21, 245

WPF. See Windows Presentation Foundation (WPF)

WPF 3D, 117

design of, 118

high-level overview of, 119–120

X

X3D (language), 479

XAML. See Extensible Application Markup Language (XAML)

Xerox PARC, 8

XToon shading, 942–943

2D texture map for, 942f

atmospheric perspective, 942

vertex and fragment shaders for, 942–943

Y

Yaw, 267

YIQ color model, 775

Z

z-buffer, 306, 310, 392. See also Depth buffer

z-buffer value, 1038, 1039f

z-data, 482

Zero set, 164, 616. See also Isosurfaces

Zero-to-one coordinates. See Normalized device coordinates

z-fighting, 1037

z-values

perspective and, 313