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Foreword

Three-dimensional user interfaces are finally receiving their due! Re-
search in 3D interaction and 3D display began in the 1960s, pioneered by
researchers like Ivan Sutherland, Bob Sproull, Fred Brooks, Andrew
Ortony, and Richard Feldman. Although many commercially successful
3D applications exist—computer-aided design and simulation, radiation
therapy, drug discovery, surgical simulation, scientific and information
visualization, entertainment—no author or group of authors has written
a comprehensive and authoritative text on the subject, despite a continu-
ing and rich set of research findings, prototype systems, and products.
Why is that? Why is it that this book by Doug Bowman, Ernst Kruijff,
Joe LaViola, and Ivan Poupyrev is the first thorough treatment of 3D Uls?
Perhaps it was our digression during the last 20 years to the WIMP
GUI After all, the Windows, Icons, Menus, and Pointers GUI is used
very widely by millions of users. Mac OS and Microsoft Windows users
know it well, as do many UNIX users. Indeed, every user of the Web
works with a GUI, and this year there are many hundreds of millions of
them. Two-dimensional GUIs will be with us for a long time. After all, a
lot of the workaday world with which we deal is flat—not just our Web
pages but our documents, presentations, and spreadsheets too. Yes,
some of these can be extended to 3D, but most of the time, 2D is just fine,
thank you very much. Furthermore, pointing and selecting and typing
are relatively fast and relatively error-free—they work, and they work well.

XV
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Foreword

Perhaps it is that not as many people use 3D GUIs as use the 2D
WIMP GUI, and so they are not thought to be as important. But the above
list of 3D applications involves multibillion-dollar manufacturing indus-
tries, such as aerospace and automotive, and equally large and even more
important activities in the life-saving and life-giving pharmaceutical and
health care industries.

Perhaps it was that we needed the particular set of backgrounds that
Doug, Joe, Ivan, and Ernst bring to the table. Doug comes out of the GVU
Center at Georgia Tech, where he worked on 3D Uls with Larry Hodges
and others and learned the value of careful user studies and experimen-
tation, and he is now a member of an influential HCI group at Virginia
Tech; Joe works at Brown with Andy van Dam, a long-time proponent of
rich 3D interaction; Ivan comes from the HIT Lab at the University of
Washington, where he worked with Tom Furness and Suzanne Weghorst,
and now works with Jun Rekimoto at Sony CSL; and Ernst works with
Martin Goebel in the VE Group at Fraunhofer IMK in Germany.

Whatever the case, I am excited and pleased that this team has given
us the benefit of their research and experience. As I reviewed the draft
manuscript for this book, I jotted down some of the thoughts that came
to my mind: comprehensive, encyclopedic, authoritative, taxonomic;
grounded in the psychological, HCI, human factors, and computer
graphics literature; grounded in the personal research experiences of the
authors, their teachers, and their students.

I myself have long preached the importance of integrating the study
of the computer with the study of the human. Indeed, this is the key
premise on which I built the GVU Center at Georgia Tech. This book
certainly follows that admonition. There are numerous discussions of
human issues as they relate to 3D navigation and interaction, drawing on
references in psychology and human factors.

This is indeed a book for both practitioners and researchers. The ex-
tensive literature reviews, examples, and guidelines help us understand
what to do now. Combined with the research agenda in Chapter 13, The
Future of 3D User Interfaces, the material also helps us have a sense of
what it is that we do not yet know.

I particularly commend to readers the Chapter 11 discussion of evalu-
ating 3D Uls. We in the computer graphics community have tended to
design devices and techniques and then “throw them over the wall” to
the user community. This is not the route to success. Careful study of user
needs coupled with evaluation as part of the ongoing design cycle is
much more likely to lead to effective techniques. The authors, all of
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whom have grappled with the difficult task of designing 3D interfaces,
know from first-hand experience how crucial this is. Their section 11.4, on
the distinctive characteristics of the 3D interface evaluation process, is a
wonderful codification of that first-hand knowledge.

Thanks to Doug and Ernst and Joe and Ivan!

Jim Foley

GVU Center

College of Computing
Georgia Tech

March 2004
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Preface

An architect sits in her home office, putting the final touches on the de-
sign of the new entrance to the city park. A three-dimensional virtual
model of the park appears in front of her on the desk’s surface. She
nudges a pathway slightly to the right to avoid a low-lying area, and
then makes the model life-size so she can walk along the path to view the
effect. “Those dark colors on the sign at the entrance are too foreboding,”
she thinks, so she quickly changes the color palette to brighter primary
colors. She looks up and notices that the clients are arriving for the final
design review meeting. They are located in other offices around the city,
but they can all view the 3D model and make suggested changes, as well
as communicate with one another. “What'’s the construction plan?” asks
one of the clients. The architect starts an animation showing the progress
of the project from start to finish. “That first step may not work,” says the
client. “The excavation is much too close to the existing playground. Let
me show you.” He looks out his window, which has a view of the park,
and overlays the virtual construction plan on it. “You're right,” says the
architect, “let’s plan to move the playground slightly—that will be much
cheaper than changing the construction site.” After viewing the effects of
the change, all agree that this plan will work, and the meeting adjourns.
This scenario and others like it illustrate the enormous potential of
3D environments and applications. The technology to realize such a vision
is available now, although it will certainly be improved. But the scenario

Xix
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also leaves out a great deal of information—information that is crucial to
making this dream a reality. How did the architect load the park model,
and how does she manipulate her view of it? What technique is used to
change the pathway? How can multiple clients all manipulate the model
at the same time? How do the participants appear to each other in the vir-
tual space? How is the speed and playback of the animation controlled?
How did the client instruct the system to merge the real and virtual
scenes?

These questions all relate to the design of the user interface (UI) and
interaction techniques for this 3D application, an area that is usually given
only a cursory treatment in futuristic films and books. The scenarios usu-
ally either assume that all interaction between the user and the system
will be “natural”—based on techniques like intuitive gestures and speech—
or “automatic”—the system will be so intelligent that it will deduce the
user’s intentions. But is this type of interaction realistic, or even desirable?

This book addresses the critical area of 3D Ul design—a field that seeks
to answer detailed questions, like those above, that make the difference
between a 3D system that is usable and efficient and one that causes user
frustration, errors, and even physical discomfort. We present practical in-
formation for developers, the latest research results, easy-to-follow guide-
lines for the UI designer, and relevant application examples. Although
there are quite a few books devoted to Uls in general and to 2D Ul design
in particular, 3D Uls have received significantly less attention. The results
of work in the field are scattered throughout numerous conference pro-
ceedings, journal articles, single book chapters, and Web sites. This field
deserves a reference and educational text that integrates the best practices
and state-of-the-art research, and that’s why this book was created.

How This Book Came to Be

The story of this book begins in April 1998, when Ivan Poupyrev and
Doug Bowman were doctoral students at Hiroshima University and
Georgia Tech respectively, working on 3D interaction techniques for ob-
ject manipulation in virtual environments (VEs). We started a lively email
discussion about the design and usability of these techniques and about
3D Uls in general. Ivan, who was at the time a visiting research student at
the University of Washington, suggested that the discussion would be
even more profitable if other researchers in this new area could join in as
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well, and so the 3DUI mailing list was born. Since that time, over 100 re-
searchers from around the globe have joined the list and participated in
the discussion (to see an archive of all the list traffic or to join the list,
check out http:/ /www.3dui.org). Joe LaViola and Ernst Kruijff were two
of the first people to join the list.

In August of that same year, Doug forwarded to the list a call for tuto-
rials for the upcoming IEEE Virtual Reality Conference. After some dis-
cussion, Joe, Ivan, and Ernst agreed to join Doug to organize a tutorial on
“The Art and Science of 3D Interaction.” The tutorial was a big hit at the
conference in Houston, and the four of us continued to present courses
on the topic at ACM Virtual Reality Software and Technology 1999, IEEE
VR 2000, and ACM SIGGRAPH 2000 and 2001.

After developing a huge amount of content for the notes supple-
ments of these courses, we decided it would be silly not to compile and
expand all of this information in book form. Furthermore, there was no
way to include all the information available on 3D Uls in a one-day
course. And that’s why you’re holding this book in your hands today—a
book containing information on 3D Uls that can’t be found in any other
single source.

What's in the Book

The title of this book emphasizes that we have written it for both
academics/researchers and practitioners/developers—both those inter-
ested in basic research and those interested in applications. Most chapters
of the book integrate both theory and practical information. We intend
the book to be used both as a textbook (see suggestions below) and as a
reference work.

Theory-related content includes the following:

¢ Sections on the psychology and human factors of various 3D
interaction tasks

¢ Information on different approaches for the evaluation of 3D Uls
(Chapter 11)

Results from empirical studies of 3D interaction techniques

Aresearch agenda for 3D interaction (Chapter 13)

Lists of recommended further reading at the end of most chapters

A comprehensive bibliography of important research articles
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Practice-related content includes the following:

* Principles for choosing appropriate input and output devices for
3D systems (Chapters 3 and 4)

¢ Details and helpful tips for the implementation of common 3D
interaction techniques

* Guidelines for the selection of interaction techniques for com-
mon 3D tasks

¢ Case studies of 3D Uls in real-world applications

The book is organized into five parts. Part I introduces the topic of 3D
Uls. Part II discusses the input and output device technology used in the
development of 3D Uls, with an emphasis on the impact of these devices
on usability and performance. Part III presents a wide range of 3D inter-
action techniques for the common tasks of navigation, selection and ma-
nipulation, system control, and symbolic input. In Part IV, we discuss the
design, development, and evaluation of complete 3D UI metaphors and
applications. Finally, Part V considers the future, with chapters on 3D in-
teraction in augmented reality applications and a research agenda for 3D
Uls. The appendix includes information on required mathematical back-
ground and is followed by a bibliography of 3D Ul references.

Throughout the book, we offer several special features. First, most
chapters contain numerous guidelines—practical and proven advice for
the designer and developer. Guidelines are indicated in the text like this:

Follow the guidelines in this book to help you design usable
3D Uls.

We also include implementation details for many of the most common
and useful interaction techniques. We describe these algorithms using a
combination of textual and mathematical descriptions (to avoid a bias to-
ward any particular development tool or programming style).

How to Use the Book and Related Material

If you are a 3D UI developer: Professional developers can use the book for
inspiration and guidance in the design, implementation, and evaluation
of applications with 3D Uls. In the design process, developers can consider
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overall Ul metaphors from Part IV, choose specific interaction techniques
from Part III, and match these with appropriate input and display de-
vices from Part II. The design guidelines from all of these sections should
help developers make rational, informed decisions. The implementation
of the 3D UI can benefit from the textual and mathematical descriptions
of interaction techniques we provide in Part III. Finally, developers can
choose evaluation methods and assess the usability of their applications
based on the information in Chapter 11.

If you are a teacher: The book can also be used as a textbook in several
different types of university-level courses. A graduate course on 3D Ul
design could use it as a primary textbook. A more generic virtual envi-
ronments course could use Parts I, II, and III of this book as an introduc-
tion to the basic technology and techniques used in VE interaction. An
undergraduate HCI course could pull information from Parts I and IV in
a module on 3D interfaces and their differences from traditional Uls. Im-
plementation of common techniques from Part III could enhance a course
on interactive 3D graphics.

If you are a researcher: This book can serve as a comprehensive refer-
ence guide for researchers engaged in 3D Ul design or evaluation, the in-
vestigation of 3D applications, or the use of VEs or augmented reality.
The research agenda in Chapter 13 also provides researchers and research
students with a list of important questions to be addressed in the field. It
could even be used as the starting point for a PhD student looking for a
topic related to 3D Uls.

3D Ul design is a fast-moving and evolving field. Therefore, we are
committed to updating the material in this book. One way we will do this
is through the book’s official Web site at http:/ /www.3dui.org. This site
will contain information and links related to the latest 3D Ul research and
applications, organized in the same manner as the book so you can easily
find new information about the topics in a particular part or chapter. The
site will also allow you to join the 3DUI mailing list. We also ask for your
help in keeping the book up to date. Send us your comments, clarification
questions, or links to additional information by visiting the Web site
above and using the online feedback form. Or email us directly at
3dui@3dui.org. Your comments will help us update the Web site, as well
as future editions of this book.


http://www.3dui.org

XXiv Preface

Acknowledgments

This book would not have been possible without the hard work, support,
and intelligence of a large group of people.

First, we offer our gratitude to the reviewers who gave their time and
energy in improving the quality of the book. Their comments and sugges-
tions have made the book more complete, more readable, and more useful.
Thanks to Ben Shneiderman, Harry Hersh, D. Jay Newman, Jeff Pierce,
Dieter Schmalstieg, and Bob Zeleznik for providing this invaluable ser-
vice. Special thanks go to Jim Foley for his encouragement and support.

Next, we would like to thank our editor at Addison-Wesley, Peter
Gordon, for his invaluable advice and encouragement. The rest of the
staff, including Bernie Gaffney, Amy Fleischer, Julie Nahil, Heather Mul-
lane, and Curt Johnson have also been extremely helpful. Thanks also to
Simone Payment and Carol Lallier for their competent and professional
work during the production phase.

All of us would like to personally thank our colleagues in the 3D Ul
community for their fruitful discussions and collaborations. They include
Mark Mine, Robert Lindeman, Matthew Conway, Ken Hinckley, Shumin
Zhai, Kiyoshi Kiyokawa, Chris Shaw, Mark Billinghurst, Rudy Darken,
Pablo Figueroa, and Bernd Frohlich.

Portions of this material are based upon work supported by the Na-
tional Science Foundation under Grants No. DUE-0127326 and IIS-
0237412. Any opinions, findings and conclusions, or recommendations
expressed in this material are those of the author(s) and do not necessar-
ily reflect the views of the National Science Foundation (NSF).

Doug Bowman: I would like to thank my wife, Dawn, for her unfail-
ing love and support, as well as my extended family and friends, espe-
cially those at Grace Covenant Presbyterian Church. Much gratitude is
due to Joe, Ivan, and Ernst for seeing this project through and for all their
years of friendship and collaboration. Thanks also go to my colleagues
and students at Virginia Tech, including Chris North, Ron Kriz, Mehdi
Setareh, Walid Thabet, Thomas Ollendick, David Cox, Debby Hix, John
Kelso, Joe Gabbard, Chad Wingrave, Jian Chen, Nicholas Polys, Wendy
Schafer, and Marcio Pinho. Past colleagues at Georgia Tech also deserve
thanks. They include Larry Hodges, Drew Kessler, David Koller, Donald
Johnson, Donald Allison, Brian Wills, Jean Wineman, Jay Bolter, Elizabeth
Davis, Albert Badre, and Ben Watson.

Ernst Kruijff: First of all, my thanks go to Doug, Ivan, and Joe for their
great cooperation, help, and extensive discussions. Thanks also go to my



Preface

XXV

parents, my brother, and my sister-in-law for their support, each in their
own way. Furthermore, my thanks go to all of my colleagues at the VE
group of IMK, especially Martin Goebel for being a great chief, Gerold
Wesche, Andreas Simon, Gernot Goebbels, Stefan Conrad, Aeldrik Pan-
der, and Steffi Beckhaus for their past and current cooperation and help
during the making of this book and its instigators, the courses we (the au-
thors) gave together. My thanks also go to my past colleagues at Bauhaus
University, especially the members of igroup, in particular Holger Regen-
brecht. Furthermore, thanks to all the students who helped in many proj-
ects, especially Stefan Hansen, Arnold Mueller, Jakob Beetz, and Hartmut
Seichter. Finally, my thanks go to Dieter Schmalstieg for being patient
with my PhD efforts.

Joe LaViola: I would like to thank my PhD thesis advisor, Andries van
Dam, for his forgiveness and patience and for putting up with someone
as hardheaded as me. Thanks also to my mom and dad, Jamie, Nick,
Heidi, and my friends Don Carney and Dave Gondek for their love and
support throughout the writing of this book. My colleagues Robert
Zeleznik, Daniel Keefe, Daniel Acevedo Feliz, Andrew Forsberg, Loring
Holden, Tim Miller, Steve Dollins, Lee Markosian, David Karelitz, Tim
Rowley, Christine Waggoner, and all the members of the Brown Univer-
sity Computer Graphics Group past and present also deserve thanks. Fi-
nally, thanks to my coauthors for their hard work and dedication.

Ivan Poupyrev: I would never have been able to work on this book
without the help and support I received from many people I was fortunate
to meet. I am deeply indebted to Professor Tadao Ichikawa, who super-
vised my PhD thesis at Hiroshima University. I am also thankful to Profes-
sor Masahito Hirakawa for his help and support, as well as to my fellow
students and researchers Bryn Holmes, Olivier Liechti, and Numada
Tomokazu. I am grateful to the Japanese government for providing me
with the Monbusho Scholarship for conducting graduate studies in Japan.

While working on my PhD thesis, I had the exceptional opportunity
to spend almost three years at the Human Interface Technology Labora-
tory (HITL) at the University of Washington. The HITL experience made
an enormous impact on me and formed me as a researcher. For this, I will
always be grateful to Suzanne Weghorst, the Director of Research at the
HITL, who invited me in summer 1995 to join HITL first as a summer in-
tern and then as a visiting researcher; and Professor Tom Furness III, Di-
rector of HITL, who believed in me and provided invaluable moral and
financial support. I was very fortunate to meet and work with Mark
Billinghurst; our collaboration and friendship extended well beyond my



XXVi

Preface

stay at the HITL. I am also deeply thankful to Edward Miller for his help
in developing a number of HITL 3D Ul projects, in particular the V3D in-
terface toolkit, as well as to Jerry Prothero and Hunter Hoffman for late-
night discussions of chess, psychology, and the meaning of life; Tony
Emerson for finding everything that I ever needed; Ann Elias for all her
generous help while I at was the HITL; Mark Phillips, Jennifer Feyma,
and Chris Airola for being friends and giving me life outside the lab.

The augmented reality chapter of this book includes a significant
amount of work that I did while at the ATR Media Integration and Com-
munication Research Labs in Kyoto. I am very thankful to all the amazing
people I met and worked with there: Ryohei Nakatsu, Jun Ohya, Nobuji
Tetsutani, Jun Kurumisawa, Tatsumi Sakaguchi, Keiko Nakao, Lew Bald-
win, Desney Tan, Sidney Fels, Michael Lyons, Tal Shalif, Parham Zolfa-
ghari, Christa Sommerer, and many others.

Finally, I am thankful to my family and friends in Russia, particularly
my parents and brother, Pavel Poupyrev; my first research advisers,
Vladimir Lischouk, Dinara Gazizova, and Vladimir Lukin; as well as to
Sergei Tsimbalist, Vadim Malishev, Vitaly Lazorin, Constantin Guzovski,
and Elena Krupskaya.

It is impossible to mention everyone in Japan, the United States, and
Russia who helped, supported, and inspired me. Without this help, sup-
port, and inspiration I would not be able to take even my current modest
steps toward designing and exploring future interaction technologies.
My deepest gratitude and appreciation goes to all of you.



CHAPTER 11
Evaluation of 3D User Interfaces

Most of this book has covered the various aspects of 3D UI design. We
have addressed questions such as, How do I choose an appropriate input
device? How do I support wayfinding in large-scale environments? and
What object manipulation techniques provide precise positioning? How-
ever, one of the central truths of human-computer interaction (HCI) is
that even the most careful and well-informed designs can still go wrong
in any number of ways. Thus, evaluation of Uls becomes critical. In fact,
the reason we can provide answers to questions such as those above is
that researchers have performed evaluations addressing those issues. In
this chapter, we discuss some of the evaluation methods that can be used
for 3D Uls, metrics that help to indicate the usability of 3D Uls, distinc-
tive characteristics of 3D Ul evaluation, and guidelines for choosing
evaluation methods. We argue that evaluation should not only be per-
formed when a design is complete, but that it should also be used as an
integral part of the design process.

11.1. Introduction

Evaluation has often been the missing component of research in 3D inter-
action. For many years, the fields of VEs and 3D Uls were so novel and
the possibilities so limitless that many researchers simply focused on
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developing new devices, interaction techniques, and UI metaphors—ex-
ploring the design space—without taking the time to assess how good
the new designs were. As the fields have matured, however, we are tak-
ing a closer look at usability. We must critically analyze, assess, and com-
pare devices, interaction techniques, Uls, and applications if 3D Uls are
to be used in the real world.

11.1.1. Purposes of Evaluation

Simply stated, evaluation is the analysis, assessment, and testing of an ar-
tifact. In Ul evaluation, the artifact is the entire Ul or part of it, such as a
particular input device or interaction technique. The main purpose of Ul
evaluation is the identification of usability problems or issues, leading to
changes in the Ul design. In other words, design and evaluation should
be performed in an iterative fashion, such that design is followed by eval-
uation, leading to a redesign, which can then be evaluated, and so on. The
iteration ends when the Ul is “good enough,” based on the metrics that
have been set (or, more frequently in real-world situations, when the
budget runs out or the deadline arrives!).

Although problem identification and redesign are the main goals of
evaluation, it may also have secondary purposes. One of these is a more
general understanding of the usability of a particular technique, device,
or metaphor. This general understanding can lead to design guidelines
(such as those presented throughout this book), so that each new design
can start from an informed position rather than from scratch. For exam-
ple, we can be reasonably sure that users will not have usability problems
with the selection of items from a pull-down menu in a desktop applica-
tion, because the design of those menus has already gone through many
evaluations and iterations.

Another, more ambitious, goal of Ul evaluation is the development of
performance models. These models aim to predict the performance of a user
on a particular task within an interface. For example, Fitts’s law (Fitts
1954) predicts how quickly a user will be able to position a pointer over a
target area based on the distance to the target, the size of the target, and
the muscle groups used in moving the pointer. Such performance models
must be based on a large number of experimental trials on a wide range
of generic tasks, and they are always subject to criticism (e.g., the model
doesn’t take an important factor into account, or the model doesn’t apply
to a particular type of task). Nevertheless, if a useful model can be devel-
oped, it can provide important guidance for designers.
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11.1.2. Terminology

We must define some important terms before continuing with our discus-
sion of 3D Ul evaluation. The most important term (which we’ve already
used a couple of times) is usability. We define usability in the broadest
sense, meaning that it encompasses everything about an artifact and a
person that affects the person’s use of the artifact. Evaluation, then, mea-
sures some aspects of the usability of an interface (it is not likely that we
can quantify the usability of an interface with a single score). Usability
measures (or metrics) fall into several categories, such as system perfor-
mance, user task performance, and user preference (see section 11.3).

There are at least two roles that people play in a usability evaluation.
A person who designs, implements, administers, or analyzes an evalua-
tion is called an evaluator. A person who takes part in an evaluation by
using the interface, performing tasks, or answering questions is called a
user. In formal experimentation, a user is sometimes called a subject.

Finally, we distinguish below between evaluation methods and evalua-
tion approaches. Evaluation methods (or techniques) are particular steps
that can be used in an evaluation. An evaluation approach, on the other
hand, is a combination of methods, used in a particular sequence, to form
a complete usability evaluation.

11.1.3. Chapter Roadmap

We begin by providing some background information on usability evalu-
ation from the field of HCI (section 11.2). We then narrow the focus to the
evaluation of 3D Uls (specifically the evaluation of immersive VEs), look-
ing first at evaluation metrics (section 11.3) and then distinctive charac-
teristics of 3D Ul evaluation (section 11.4). In section 11.5, we classify 3D
UI evaluation methods and follow that with a description and compari-
son of two comprehensive approaches to 3D Ul evaluation—testbed
evaluation and sequential evaluation. Finally, we conclude with a set of
guidelines for those performing evaluations of 3D Uls (section 11.7).

11.2. Background

In this section, we describe some of the common tools and methods used
in 3D UI evaluation. None of these tools or methods is new or unique to
3D Uls. They have all been used and tested in many other usability evalu-
ation contexts. We present them here as an introduction to these topics for
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the reader who has never studied HCI. For more detailed information,
you can consult any one of a large number of introductory books on HCI
(see the recommended reading list at the end of the chapter).

11.2.1. Tools for Evaluation Design and Implementation

The tools presented below are useful for designing, organizing, and im-
plementing usability evaluations of 3D Uls.

User Task Analysis

A user task analysis (Hackos and Redish 1998) provides the basis for de-
sign in terms of what users need to be able to do with the application. This
analysis generates (among other resources) a list of detailed task descrip-
tions, sequences, and relationships, user work, and information flow. Typ-
ically, a user task analysis is provided by a design and development team,
based on extensive input from representative users. Whenever possible, it
is useful for an evaluator to participate in the user task analysis.

Scenarios

The user task analysis also shapes representative user task scenarios
by defining, ordering, and ranking user tasks and task flow. The accu-
racy and completeness of a scenario directly affect the quality of the sub-
sequent formative and summative evaluations because these methods
typically do not reveal usability problems associated with a specific inter-
action within the application unless it is included in the user task sce-
nario (and is therefore performed by users during evaluation sessions).
Similarly, in order to evaluate how well an application’s interface sup-
ports high-level information gathering and processing, representative
user task scenarios must include more than simply atomic, mechanical-
or physical-level tasking; they should also include high-level cognitive,
problem-solving tasking specific to the application domain. This is espe-
cially important in 3D Uls, where user tasks generally are inherently
more complex, difficult, and unusual than in many GUIs.

Taxonomy

Taxonomy is defined as the science of classification, but it has also come
to mean a specific classification scheme. Many different types of tax-
onomies have been used in 3D Ul research, including multidimensional
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Figure 11.1  Generic technique-decomposition taxonomy. The shaded technique com-
ponents can be combined to form a complete interaction technique for the top-level task.

design spaces (Card et al. 1990) and metaphor-based classifications
(Poupyrev, Weghorst et al. 1997). The main goal of all of these types is to
organize a particular set of objects so that they can be thought about sys-
tematically. Here we focus on a specific type of taxonomy—the tech-
nique-decomposition taxonomy.

The concept of technique decomposition is that each interaction task
can be partitioned (decomposed) into subtasks. Similarly, we can decom-
pose the techniques for a particular task into subtechniques, which we
call technique components (Bowman and Hodges 1999). Each technique
component addresses a single subtask (Figure 11.1). We can think of each
subtask as a question that must be answered by the designer of an inter-
action technique, and the set of technique components for a subtask as
the set of possible answers for that question.

The set of technique components for each subtask may be built in two
ways. First, we can decompose existing techniques and list the compo-
nents for each subtask. Second, we can think of original technique com-
ponents that could be used to accomplish each subtask in the taxonomy:.

Such technique-decomposition taxonomies have several advantages.
Most relevant to the topic of this chapter, the taxonomy can be used as a
guide for the evaluation of techniques. In other words, we can perform
summative evaluations (Hix and Hartson 1993) that compare technique
components rather than holistic techniques. This means that the results
of our evaluation will be more precise—we will be able to claim, for ex-
ample, that object-manipulation techniques that use the virtual object as
the center of rotation are more precise than those that use the virtual
hand as the center of rotation. Of course, this increased precision comes
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with a cost—we must perform more complex and time-consuming eval-
uations. The taxonomy can also be used to design new techniques. For
example, the four shaded components in Figure 11.1 could be combined
to create a complete interaction technique.

Prototyping

In order to perform a usability evaluation, there must be something to
evaluate. In some cases, the full-fledged, final application is available to
be evaluated, but more often, evaluation is (or should be) performed ear-
lier in the design cycle so that most problems can be caught early. Thus,
many evaluations use some form of prototype.

Prototypes are generally classified based on their level of fidelity—
that is, how closely the prototype resembles and acts like the final prod-
uct. Somewhat surprisingly, a great deal of useful usability information
can be gleaned from the evaluation of a low-fidelity prototype such as a
paper-based sketch, a storyboard, or a static mockup of the interface. In
general, the fidelity of the prototype will increase with each successive
evaluation.

One important prototyping method for 3D Uls is the so-called Wiz-
ard of Oz (WOZ) approach. A WOZ prototype appears to have a large
amount of functionality, even though that functionality is not actually
present. A human controls the prototype (like the wizard behind the cur-
tain), making it appear more intelligent or high-fidelity than it actually
is. For 3D Uls, this prototyping method can be quite useful because
the actual implementation of many 3D interaction techniques and UI
metaphors can be very complex. For example, one may not want to go to
the trouble of implementing a full-fledged speech interface if it is only
one of the options being considered. By developing a simple keyboard-
based interface, an evaluator can mimic the actions that would be taken
by the system when a user speaks a particular word or phrase and can
thus determine the usability characteristics of the actual speech interface.

For more detailed information on prototyping in general, see Hix and
Hartson (1993).

11.2.2. Evaluation Methods Used for 3D Interfaces

From the literature, we have compiled a list of usability evaluation meth-
ods that have been applied to 3D Uls (although numerous references
could be cited for some of the techniques we present, we have included
citations that are most recognized and accessible). Most of these methods



11.2. Background 355

were developed for 2D or GUI usability evaluation and have been subse-
quently extended to support 3D Ul evaluation.

Cognitive Walkthrough

The cognitive walkthrough (Polson et al. 1992) is an approach to evaluating
a Ul based on stepping through common tasks that a user would perform
and evaluating the interface’s ability to support each step. This approach
is intended especially to gain an understanding of the usability of a sys-
tem for first-time or infrequent users, that is, for users in an exploratory
learning mode. Steed and Tromp (1998) have used a cognitive walk-
through approach to evaluate a collaborative VE.

Heuristic Evaluation

Heuristic or guidelines-based expert evaluation (Nielsen and Molich 1992) is
a method in which several usability experts separately evaluate a UI de-
sign (probably a prototype) by applying a set of heuristics or design
guidelines, that are either general enough to apply to any Ul or are tai-
lored for 3D Uls in particular. No representative users are involved. Re-
sults from the several experts are then combined and ranked to prioritize
iterative design or redesign of each usability issue discovered. The cur-
rent lack of well-formed guidelines and heuristics for 3D UI design and
evaluation make this approach more challenging for 3D Uls. Examples of
this approach applied to 3D Uls can be found in Gabbard, Hix, and Swan
(1999); Stanney and Reeves (2000); and Steed and Tromp (1998).

Formative Evaluation

Formative evaluation (both formal and informal; Hix and Hartson 1993); is
an observational, empirical evaluation method, applied during evolving
stages of design, that assesses user interaction by iteratively placing rep-
resentative users in task-based scenarios in order to identify usability
problems, as well as to assess the design’s ability to support user explo-
ration, learning, and task performance. Formative evaluations can range
from being rather informal, providing mostly qualitative results such as
critical incidents, user comments, and general reactions, to being very
formal and extensive, producing both qualitative and quantitative (task
timing, errors, etc.) results.

Collected data are analyzed to identify UI components that both sup-
port and detract from user task performance and user satisfaction. Alter-
nating between formative evaluation and design or redesign efforts
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ultimately leads to an iteratively refined UI design. Most usability evalu-
ations of 3D Uls fall into the formative evaluation category. The work of
Hix and her colleagues (1999) provides a good example.

Summative Evaluation

Summative or comparative evaluation (both formal and informal; Hix and
Hartson 1993; Scriven 1967) is an evaluation and statistical comparison of
two or more configurations of Ul designs, Ul components, and/or Ul
techniques. As with formative evaluation, representative users perform
task scenarios as evaluators collect both qualitative and quantitative
data. As with formative evaluations, summative evaluations can be for-
mally or informally applied.

Summative evaluation is generally performed after Ul designs (or
components) are complete and as a traditional factorial experimental de-
sign with multiple independent variables. Summative evaluation enables
evaluators to measure and subsequently compare the productivity and
cost benefits associated with different UI designs. Comparing 3D Uls re-
quires a consistent set of user task scenarios (borrowed and/or refined
from the formative evaluation effort), resulting in primarily quantitative
results that compare (on a task-by-task basis) a design’s support for spe-
cific user task performance.

Many of the formal experiments discussed in Part III of this book are
summative evaluations of 3D interaction techniques. For example, see
Bowman, Johnson and Hodges (1999) and Poupyrev, Weghorst, and col-
leagues (1997).

Questionnaires

A questionnaire (Hix and Hartson 1993) is a written set of questions used
to obtain information from users before or after they have participated in
a usability evaluation session. Questionnaires are good for collecting de-
mographic information (e.g., age, gender, computer experience) and sub-
jective data (e.g., opinions, comments, preferences, ratings) and are often
more convenient and more consistent than spoken interviews.

In the context of 3D Uls, questionnaires are used quite frequently,
especially to elicit information about subjective phenomena such as pres-
ence (Witmer and Singer 1998) or simulator sickness/cybersickness
(Kennedy et al. 1993).
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Interviews and Demos

The interview (Hix and Hartson 1993) is a technique for gathering infor-
mation about users by talking directly to them. An interview can gather
more information than a questionnaire and may go to a deeper level of
detail. Interviews are good for getting subjective reactions, opinions, and
insights into how people reason about issues. Structured interviews have
a predefined set of questions and responses. Open-ended interviews per-
mit the respondent (interviewee) to provide additional information, and
they permit the interviewer to ask broad questions without a fixed set of
answers and explore paths of questioning that may occur to him sponta-
neously during the interview. Demonstrations (typically of a prototype)
may be used in conjunction with user interviews to aid a user in talking
about the interface.

In 3D UI evaluation, the use of interviews has not been studied ex-
plicitly, but informal interviews are often used at the end of formative or
summative usability evaluations (e.g., Bowman and Hodges 1997).

11.3. Evaluation Metrics for 3D Interfaces

Now we turn to metrics. That is, how do we measure the characteristics
of a 3D Ul when evaluating it? We focus on the general metric of usability.
A 3D Ul is usable when the user can reach her goals; when the important
tasks can be done better, easier, or faster than with another system; and
when users are not frustrated or uncomfortable. Note that all of these
have to do with the user.

We discuss three types of metrics for 3D Uls: system performance
metrics, task performance metrics, and user preference metrics.

11.3.1. System Performance Metrics

System performance refers to typical computer or graphics system per-
formance, using metrics such as average frame rate, average latency, net-
work delay, and optical distortion. From the interface point of view,
system performance metrics are really not important in and of them-
selves. Rather, they are important only insofar as they affect the user’s ex-
perience or tasks. For example, the frame rate probably needs to be at
real-time levels before a user will feel present. Also, in a collaborative set-
ting, task performance will likely be negatively affected if there is too
much network delay.
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11.3.2. Task Performance Metrics

User task performance refers to the quality of performance of specific
tasks in the 3D application, such as the time to navigate to a specific loca-
tion, the accuracy of object placement, or the number of errors a user
makes in selecting an object from a set. Task performance metrics may
also be domain-specific. For example, evaluators may want to measure
student learning in an educational application or spatial awareness in a
military training VE.

Typically, speed (efficiency) and accuracy are the most important task
performance metrics. The problem with measuring both speed and accu-
racy is that there is an implicit relationship between them: I can go faster
but be less accurate, or I can increase my accuracy by decreasing my speed. It is
assumed that for every task, there is some curve representing this
speed/accuracy tradeoff, and users must decide where on the curve they
want to be (even if they don’t do this consciously). In an evaluation,
therefore, if you simply tell your subjects to do a task as quickly and pre-
cisely as possible, they will probably end up all over the curve, giving
you data with a high level of variability. Therefore, it is very important
that you instruct users in a very specific way if you want them to be at
one end of the curve or the other. Another way to manage the tradeoff is
to tell users to do the task as quickly as possible one time, as accurately as
possible the second time, and to balance speed and accuracy the third
time. This gives you information about the tradeoff curve for the particu-
lar task you're looking at.

11.3.3. User Preference Metrics

User preference refers to the subjective perception of the interface by the
user (perceived ease of use, ease of learning, satisfaction, etc.). These pref-
erences are often measured via questionnaires or interviews and may be
either qualitative or quantitative. The user preference metrics generally
contribute significantly to overall usability. A usable application is one
whose interface does not pose any significant barriers to task completion.
Often, HCI experts speak of a transparent interface—a UI that simply dis-
appears until it feels to the user as if he is working directly on the prob-
lem rather than indirectly through an interface. Uls should be intuitive,
provide good affordances (indications of their use and how they are to be
used), provide good feedback, not be obtrusive, and so on. An applica-
tion cannot be effective unless users are willing to use it (and this is pre-
cisely the problem with some more advanced VE applications—they



11.3. Evaluation Metrics for 3D Interfaces 359

provide functionality for the user to do a task, but a lack of attention to
user preference keeps them from being used).

For 3D Uls in particular, presence and user comfort can be important
metrics that are not usually considered in traditional UI evaluation. Pres-
ence is a crucial, but not very well understood metric for VE systems. It is
the “feeling of being there”—existing in the virtual world rather than in
the physical world. How can we measure presence? One method simply
asks users to rate their feeling of being there on a 1 to 100 scale. Question-
naires can also be used and can contain a wide variety of questions, all
designed to get at different aspects of presence. Psychophysical measures
are used in controlled experiments where stimuli are manipulated and
then correlated to users’ ratings of presence (for example, how does the
rating change when the environment is presented in mono versus stereo
modes?). There are also some more objective measures. Some are physio-
logical (how the body responds to the VE). Others might look at users’ re-
actions to events in the VE (e.g., does the user duck when he’s about to hit
a virtual beam?). Tests of memory for the environment and the objects
within it might give an indirect measurement of the level of presence. Fi-
nally, if we know a task for which presence is required, we can measure
users’ performance on that task and infer the level of presence. There is
still a great deal of debate about the definition of presence, the best ways
to measure presence, and the importance of presence as a metric (e.g.,
Usoh et al. 2000; Witmer and Singer 1998).

The other novel user preference metric for 3D systems is user com-
fort. This includes several different things. The most notable and well
studied is so-called simulator sickness (because it was first noted in flight
simulators). This is symptomatically similar to motion sickness and may
result from mismatches in sensory information (e.g., your eyes tell your
brain that you are moving, but your vestibular system tells your brain
that you are not moving). There is also work on the physical aftereffects
of being exposed to 3D systems. For example, if a VE misregisters the vir-
tual hand and the real hand (they’re not at the same physical location),
the user may have trouble doing precise manipulation in the real world
after exposure to the virtual world. More seriously, activities like driving
or walking may be impaired after extremely long exposures (1 hour or
more). Finally, there are simple strains on arms/hands/eyes from the use
of 3D devices. User comfort is also usually measured subjectively, using
rating scales or questionnaires. The most famous questionnaire is the
simulator sickness questionnaire (S5Q) developed by Kennedy and his
colleagues (1993). Researchers have used some objective measures in the
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study of aftereffects—for example by measuring the accuracy of a manip-
ulation task in the real world after exposure to a virtual world (Wann and
Mon-Williams 2002).

11.4. Distinctive Characteristics of 3D Interface Evaluation

The approaches we discuss below for usability evaluation of 3D Uls have
been developed and used in response to perceived differences between the
evaluation of 3D Uls and the evaluation of traditional Uls such as GUIs.
Many of the fundamental concepts and goals are similar, but use of these
approaches in the context of 3D Uls is distinct. Here, we present some of
the issues that differentiate 3D Ul usability evaluation, organized into sev-
eral categories. The categories contain overlapping considerations but pro-
vide a rough partitioning of these important issues. Note that many of
these issues are not necessarily found in the literature, but instead come
from personal experience and extensive discussions with colleagues.

11.4.1. Physical Environment Issues

One of the most obvious differences between 3D Uls and traditional Uls
is the physical environment in which that interface is used. In many 3D
Uls, nontraditional input and output devices are used, which can pre-
clude the use of some types of evaluation. Users may be standing rather
than sitting, and they may be moving about a large space, using whole-
body movements. These properties give rise to several issues for usabil-
ity evaluation. Following are some examples:

¢ Ininterfaces using non-see-through HMDs, the user cannot see
the surrounding physical world. Therefore, the evaluator must
ensure that the user will not bump into walls or other physical
objects, trip over cables, or move outside the range of the track-
ing device (Viirre 1994). A related problem in surround-screen
VEs (such as the CAVE) is that the physical walls can be difficult
to see because of projected graphics. Problems of this sort could
contaminate the results of a usability evaluation (e.g., if the user
trips while in the midst of a timed task) and more importantly
could cause injury to the user. To mitigate risk, the evaluator can
ensure that cables are bundled and will not get in the way of the
user (e.g., cables may descend from above). Also, the user may be
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placed in a physical enclosure that limits movement to areas
where there are no physical objects to interfere.

¢ Many 3D displays do not allow multiple simultaneous viewers
(e.g., user and evaluator), so equipment must be set up so that
an evaluator can see the same image as the user. With an HMD,
for example, this can be done by splitting the video signal and
sending it to both the HMD and a monitor. In a surround-screen
or workbench VE, a monoscopic view of the scene could be ren-
dered to a monitor, or, if performance will not be adversely af-
fected, both the user and the evaluator can be tracked (this can
cause other problems, however; see section 11.4.2 on evaluator
considerations). If images are viewed on a monitor, then it is
difficult to see both the actions of the user and the graphical
environment at the same time, meaning that multiple evaluators
may be necessary to observe and collect data during an evalua-
tion session.

¢ A common and very effective technique for generating impor-
tant qualitative data during usability evaluation sessions is the
“think-aloud” protocol (as described in Hix and Hartson [1993]).
With this technique, subjects talk about their actions, goals, and
thoughts regarding the interface while they are performing spe-
cific tasks. In some 3D Uls, however, voice recognition is used as
an interaction technique, making the think-aloud protocol much
more difficult and perhaps even impossible. Post-session inter-
views may help to recover some of the information that would
have been obtained from the think-aloud protocol.

¢ Another common technique involves recording video of both
the user and the interface (as described in Hix and Hartson
[1993]). Because 3D Ul users are often mobile, a single, fixed cam-
era may require a very wide shot, which may not allow precise
identification of actions. This could be addressed by using a
tracking camera (with, unfortunately, additional expense and
complexity) or a camera operator (additional personnel). More-
over, views of the user and the graphical environment must be
synchronized so that cause and effect can clearly be seen on the
videotape. Finally, recording video of a stereoscopic graphics
image can be problematic.

* An ever-increasing number of proposed 3D applications are
shared among two or more users (Stiles et al. 1996; Normand
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et al. 1999). These collaborative 3D Uls become even more diffi-
cult to evaluate than single-user 3D Uls due to physical separa-
tion of users (i.e., users are in more than one physical location),
the additional information that must be recorded for each user,
the unpredictability of network behavior as a factor influencing
usability, the possibility that each user will have different de-
vices, and the additional complexity of the system, which may
cause more frequent crashes or other problems.

11.4.2. Evaluator Issues

A second set of issues relates to the role of the evaluator in a 3D UI us-
ability evaluation. Because of the complexities and distinctive charac-
teristics of 3D Uls, a usability study may require multiple evaluators,
different evaluator roles and behaviors, or both. Following are some
examples:

* Many VEs attempt to produce a sense of presence in the user—
that is, a feeling of actually being in the virtual world rather than
the physical one. Evaluators can cause breaks in presence if the
user can sense them. In VEs using projected graphics, the user
will see an evaluator if the evaluator moves into the user’s field
of view. This is especially likely in a CAVE environment (Cruz-
Neira et al. 1993) where it is difficult to see the front of a user
(e.g., their facial expressions and detailed use of handheld de-
vices) without affecting that user’s sense of presence. This may
break presence, because the evaluator is not part of the virtual
world. In any type of VE, touching or talking to the user can
cause such breaks. If the evaluation is assessing presence, or if
presence is hypothesized to affect performance on the task being
evaluated, then the evaluator must take care to remain unsensed
during the evaluation.

¢ When breaks in presence are deemed very important for a partic-
ular VE, an evaluator may not wish to intervene at all during an
evaluation session. This means that the experimental application/
interface must be robust and bug-free so that the session does not
have to be interrupted to fix a problem. Also, instructions given
to the user must be very detailed, explicit, and precise, and the
evaluator should make sure the user has a complete understand-
ing of the procedure and tasks before beginning the session.
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¢ 3D Ul hardware and software are often more complex and less
robust than traditional UI hardware and software. Again, multi-
ple evaluators may be needed to do tasks such as helping the
user with display and input hardware, running the software that
produces graphics and other output, recording data such as tim-
ings and errors, and recording critical incidents and other quali-
tative observations of a user’s actions.

e Traditional Uls typically require only a discrete, single stream of
input (e.g., from mouse and keyboard), but many 3D Uls include
multimodal input, combining discrete events, gestures, voice,
and/or whole-body motion. It is much more difficult for an eval-
uator to process these multiple input streams simultaneously
and record an accurate log of the user’s actions. These challenges
make multiple evaluators and video even more important.

11.4.3. User Issues

There are also a large number of issues related to the user population
used as subjects in 3D Ul usability evaluations. In traditional evaluations,
subjects are gleaned from the target user population of an application or
from a similar representative group of people. Efforts are often made, for
example, to preserve gender equity, to have a good distribution of ages,
and to test both experts and novices if these differences are representative
of the target user population. The nature of 3D UI evaluation, however,
does not always allow for such straightforward selection of users. Fol-
lowing are some examples:

¢ 3D Uls are still often a “solution looking for a problem.” Because
of this, the target user population for a 3D application or interac-
tion technique to be evaluated may not be known or well under-
stood. For example, a study comparing two virtual travel
techniques is not aimed at a particular set of users. Thus, it may be
difficult to generalize performance results. The best course of ac-
tion is to evaluate the most diverse user population possible in
terms of age, gender, technical ability, physical characteristics, and
so on, and to include these factors in any models of performance.

¢ It may be impossible to differentiate between novice and expert
users because there are very few potential subjects who could be
considered experts in 3D Uls. Most users who could be considered
experts might be, for example, research staff, whose participation



364

Chapter 11 Evaluation of 3D User Interfaces

in an evaluation could confound the results. Also, because most
users are typically novices, the evaluation itself may need to be
framed at a lower cognitive and physical level. Evaluators can
make no assumptions about a novice user’s ability to understand
or use a given interaction technique or device.

Because 3D Uls will be novel to many potential subjects, the re-
sults of an evaluation may exhibit high variability and differences
among individuals. This means that the number of subjects needed
to obtain a good picture of performance may be larger than for
traditional usability evaluations. If statistically significant results
are required (depending on the type of usability evaluation being
performed), the number of subjects may be even greater.

Researchers are still studying a large design space for 3D inter-
action techniques and devices. Because of this, evaluations often
compare two or more techniques, devices, or combinations of the
two. To perform such evaluations using a within-subjects design,
users must be able to adapt to a wide variety of situations. If a
between-subjects design is used, a larger number of subjects will
again be needed.

VE evaluations must consider the effects of cybersickness and fa-
tigue on subjects. Although some of the causes of cybersickness
are known, there are still no predictive models for it (Kennedy et
al. 2000), and little is known regarding acceptable exposure time
to VEs. For evaluations, then, a worst-case assumption must be
made. A lengthy experiment (anything over 30 minutes, for ex-
ample, might be considered lengthy, depending on the specific
VE) must contain planned rest breaks and contingency plans in
case of ill or fatigued subjects. Shortening the experiment is often
not an option, especially if statistically significant results are
needed.

Because it is not known exactly what VE situations cause sick-
ness or fatigue, most VE evaluations should include some
measurement (e.g., subjective, questionnaire-based [Kennedy

et al. 2000], or physiological) of these factors. A result indicating
that an interaction technique was 50% faster than any other
evaluated technique would be severely misleading if that inter-
action technique also made 30% of subjects sick! Thus, user com-
fort measurements should be included in low-level VE
evaluations.
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¢ Presence is another example of a measure often required in VE
evaluations that has no analogue in traditional Ul evaluation.
VE evaluations must often take into account subjective reports
of perceived presence, perceived fidelity of the virtual world, and
so on. Questionnaires (Usoh et al. 2000; Witmer and Singer 1998)
have been developed that purportedly obtain reliable and con-
sistent measurements of such factors.

11.4.4. Evaluation Type Issues

Traditional usability evaluation can take many forms. These include in-
formal user studies, formal experiments, task-based usability studies,
heuristic evaluations, and the use of predictive models of performance
(see section 11.3 for further discussion of these types of evaluations).
There are several issues related to the use of various types of usability
evaluation in 3D Uls. Following are some examples:

¢ Evaluations based solely on heuristics (i.e., design guidelines),
performed by usability experts, are very difficult in 3D Uls be-
cause of a lack of published, verified guidelines for 3D UI design.
There are some notable exceptions (Bowman 2002; Conkar et al.
1999; Gabbard 1997; Kaur 1999; Kaur et al. 1999; Mills and Noyes
1999; Stanney and Reeves 2000), but for the most part, it is diffi-
cult to predict the usability of a 3D interface without studying
real users attempting representative tasks in the 3D UL It is not
likely that a large number of heuristics will appear, at least not
until 3D input and output devices become more standardized.
Even assuming standardized devices, however, the design space
for 3D interaction techniques and interfaces is very large, making
it difficult to produce effective and general heuristics to use as
the basis for evaluation.

¢ Another major type of usability evaluation that does not employ
users is the application of performance models (e.g., GOMS,
Fitts’s law). Very few models of this type have been developed
for or adapted to 3D Uls. However, the lower cost of both heuris-
tic evaluation and performance model application makes them
attractive for evaluation.

¢ Because of the complexity and novelty of 3D Uls, the applicabil-

ity or utility of automated, tool-based evaluation may be greater
than it is for more traditional Uls. For example, several issues
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above have noted the need for more than one evaluator in a 3D
Ul usability evaluation session. Automated usability evaluations
could reduce the need for several evaluators in a single session.
There are at least two possibilities for automated usability evalu-
ation of 3D Uls: first, to automatically collect and /or analyze
data generated by one or more users in a 3D Ul, and second, to
perform an analysis of an interface design using an interactive
tool that embodies design guidelines (similar to heuristics). Some
work has been done on automatic collection and analysis of data
using specific types of repeating patterns in users’ data as indi-
cators of potential usability problems (e.g., Siochi and Hix 1991).
However this work was performed on a typical GUI, and there
appears to be no research yet conducted that studies automated
data collection and evaluation of users” data in 3D Uls. Thus, dif-
ferences in the kinds of data for 3D UI usability evaluation have
not been explored, but they would involve, at a minimum, collat-
ing data from multiple users in a single session, possibly at dif-
ferent physical locations and even in different parts of the 3D
environment. At least one tool, MAUVE (Multi-Attribute Usabil-
ity evaluation tool for Virtual Environments) incorporates design
guidelines organized around several VE categories: navigation,
object manipulation, input, output (e.g., visual, auditory, haptic),
and so on (Stanney et al. 2000). Within each of these categories,
MAUVE presents a series of questions to an evaluator, who uses
the tool to perform a multicriteria, heuristic-style evaluation of a
specific 3D UL

When performing statistical experiments to quantify and com-
pare the usability of various 3D interaction techniques, input
devices, interface elements, and so on, it is often difficult to
know which factors have a potential impact on the results. Be-
sides the primary independent variable (e.g., a specific inter-
action technique), a large number of other potential factors could
be included, such as environment, task, system, or user charac-
teristics. One approach is to try to vary as many of these poten-
tially important factors as possible during a single experiment.
This “testbed evaluation” approach (Bowman, Johnson et al.
1999; Snow and Williges 1998) has been used with some success
(see section 11.6.1). The other extreme would be to simply hold
as many of these other factors as possible constant and evaluate
only in a particular set of circumstances. Thus, statistical 3D Ul
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experimental evaluations may be either overly simplistic or
overly complex—finding the proper balance is difficult.

11.4.5. Miscellaneous Issues

¢ 3D Ul usability evaluations generally focus at a lower level than
traditional Ul evaluations. In the context of GUISs, a standard
look and feel and a standard set of interface elements and inter-
action techniques exist, so evaluation usually looks at subtle in-
terface nuances or overall interface metaphors. In 3D Uls,
however, there are no interface standards, and there is not even a
good understanding of the usability of various interface types.
Therefore, 3D Ul evaluations most often compare lower-level
components, such as interaction techniques or input devices.

e Itis tempting to overgeneralize the results of evaluations of 3D
interaction performed in a generic (nonapplication) context.
However, because of the fast-changing and complex nature of 3D
Uls, one cannot assume anything (display type, input devices,
graphics processing power, tracker accuracy, etc.) about the char-
acteristics of a real 3D application. Everything has the potential
to change. Therefore, it is important to include information about
the environment in which the evaluation was performed and to
evaluate in a range of environments (e.g., using different devices)
if possible.

11.5. Classification of 3D Evaluation Methods

A classification space for 3D Ul usability evaluation methods can provide
a structured means for comparing evaluation methods. One such space
classifies methods according to three key characteristics: involvement of
representative users, context of evaluation, and types of results produced (Fig-
ure 11.2).

The first characteristic discriminates between those methods that re-
quire the participation of representative users (to provide design or use-
based experiences and options) and those methods that do not (methods
not requiring users still require a usability expert). The second character-
istic describes the type of context in which the evaluation takes place. In
particular, this characteristic identifies those methods that are applied in
a generic context and those that are applied in an application-specific
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Figure 11.2 A classification of usability evaluation methods for 3D Uls. (Image
reprinted by permission of MIT Press and Presence: Teleoperators and Virtual Environ-
ments)

context. The context of evaluation inherently imposes restrictions on the
applicability and generality of results. Thus, conclusions or results of
evaluations conducted in a generic context can typically be applied more
broadly (i.e., to more types of interfaces) than results of an application-
specific evaluation method, which may be best suited for applications
that are similar in nature. The third characteristic identifies whether or
not a given usability evaluation method produces (primarily) qualitative
or quantitative results.

Note that the characteristics described above are not designed to be
mutually exclusive, and are instead designed to convey one (of many) us-
ability evaluation method characteristics. For example, a particular us-
ability evaluation method may produce both quantitative and qualitative
results. Indeed, many of the identified methods are flexible enough to
provide insight at many levels. These three characteristics were chosen
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(over other potential characteristics) because they are often the most sig-
nificant (to evaluators) because of their overall effect on the usability
process. That is, a researcher interested in undertaking usability evalua-
tion will likely need to know what the evaluation will cost, what the im-
pact of the evaluation will be, and how the results can be applied. Each of
the three characteristics addresses these concerns: degree of user involve-
ment directly affects the cost to proctor and analyze the evaluation; re-
sults of the process indicate what type of information will be produced
(for the given cost); and context of evaluation inherently dictates to what
extent results may be applied.

This classification is useful on several levels. It structures the space of
evaluation methods and provides a practical vocabulary for discussion of
methods in the research community. It also allows researchers to compare
two or more methods and understand how they are similar or different
on a fundamental level. Finally, it reveals “holes” in the space (Card et al.
1990)—combinations of the three characteristics that have rarely or never
been tried in the 3D UI community.

Figure 11.2 shows that there are two such holes in this space (the
shaded boxes). More specifically, there is a lack of current 3D UI usability
evaluation methods that do not require users and that can be applied in a
generic context to produce quantitative results (upper right of the figure).
Note that some possible existing 2D and GUI evaluation methods are
listed in parentheses, but few, if any, of these methods have been applied
to 3D Uls. Similarly, there appears to be no method that provides quanti-
tative results in an application-specific setting that does not require users
(third box down on the right of the figure). These areas may be interesting
avenues for further research.

11.6. Two Multimethod Approaches

A shortcoming of the classification discussed in section 11.5 is that it does
not convey “when” in the software development lifecycle a method is
best applied or “how” several methods may be applied. In most cases,
answers to these questions cannot be determined without a comprehen-
sive understanding of each of the methods presented, as well as the spe-
cific goals and circumstances of the 3D Ul research or development effort.
In this section, we present two well-developed 3D UI evaluation ap-
proaches and compare them in terms of practical usage and results.
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11.6.1. Testbed Evaluation Approach

Bowman and Hodges (1999) take the approach of empirically evaluating
interaction techniques outside the context of applications (i.e., within a
generic context rather than within a specific application) and add the
support of a framework for design and evaluation, which we summarize
here. Principled, systematic design and evaluation frameworks give for-
malism and structure to research on interaction; they do not rely solely on
experience and intuition. Formal frameworks provide us not only with a
greater understanding of the advantages and disadvantages of current
techniques, but also with better opportunities to create robust and well-
performing new techniques based on knowledge gained through evalu-
ation. Therefore, this approach follows several important evaluation
concepts, elucidated in the following sections. Figure 11.3 presents an
overview of this approach.

Initial Evaluation

The first step toward formalizing the design, evaluation, and application
of interaction techniques is to gain an intuitive understanding of the ge-
neric interaction tasks in which one is interested and current techniques
available for the tasks (see Figure 11.3, area labeled 1). This is accom-
plished through experience using interaction techniques and through ob-
servation and evaluation of groups of users. These initial evaluation
experiences are heavily drawn upon for the processes of building a tax-
onomy, listing outside influences on performance, and listing perfor-
mance measures. It is helpful, therefore, to gain as much experience of
this type as possible so that good decisions can be made in the next
phases of formalization.

Taxonomy

The next step is to establish a taxonomy (Figure 11.3, area 2) of interaction
techniques for the interaction task being evaluated. These are technique-
decomposition taxonomies, as described in section 11.2.1. For example,
the task of changing an object’s color might be made up of three subtasks:
selecting an object, choosing a color, and applying the color. The subtask
for choosing a color might have two possible technique components:
changing the values of R, G, and B sliders or touching a point within a 3D
color space. The subtasks and their related technique components make
up a taxonomy for the object coloring task.
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Figure 11.3  Testbed evaluation approach. (Image reprinted by permission of MIT
Press and Presence: Teleoperators and Virtual Environments)

Ideally, the taxonomies established by this approach need to be cor-
rect, complete, and general. Any interaction technique that can be con-
ceived for the task should fit within the taxonomy. Thus, subtasks will
necessarily be abstract. The taxonomy will also list several possible tech-
nique components for each of the subtasks, but they do not list every con-
ceivable component.

Building taxonomies is a good way to understand the low-level
makeup of interaction techniques and to formalize differences between
them, but once they are in place, they can also be used in the design pro-
cess. One can think of a taxonomy not only as a characterization, but
also as a design space. Because a taxonomy breaks the task down into
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separable subtasks, a wide range of designs can be considered quickly,
simply by trying different combinations of technique components for each
of the subtasks. There is no guarantee that a given combination will make
sense as a complete interaction technique, but the systematic nature of
the taxonomy makes it easy to generate designs and to reject inappropri-
ate combinations.

Outside Factors

Interaction techniques cannot be evaluated in a vacuum. A user’s perfor-
mance on an interaction task may depend on a variety of factors (Figure
11.3, area 3), of which the interaction technique is but one. In order for the
evaluation framework to be complete, such factors must be included ex-
plicitly and used as secondary independent variables in evaluations.
Bowman and Hodges (1999) identified four categories of outside factors.

First, task characteristics are those attributes of the task that may affect
user performance, including distance to be traveled or size of the object
being manipulated. Second, the approach considers environment charac-
teristics, such as the number of obstacles and the level of activity or mo-
tion in the 3D scene. User characteristics, including cognitive measures
such as spatial ability and physical attributes such as arm length, may also
contribute to user performance. Finally, system characteristics, such as the
lighting model used or the mean frame rate, may be significant.

Performance Metrics

This approach is designed to obtain information about human perfor-
mance in common 3D interaction tasks—but what is performance? Speed
and accuracy are easy to measure, are quantitative, and are clearly impor-
tant in the evaluation of interaction techniques, but there are also many
other performance metrics (Figure 11.3, area 4) to be considered. Thus,
this approach also considers more subjective performance values, such as
perceived ease of use, ease of learning, and user comfort. The choice of in-
teraction technique could conceivably affect all of these, and they should
not be discounted. Also, more than any other current computing para-
digm, 3D Uls involve the user’s senses and body in the task. Thus, a focus
on user-centric performance measures is essential. If an interaction tech-
nique does not make good use of human skills, or if it causes fatigue or
discomfort, it will not provide overall usability, despite its performance
in other areas.
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Testbed Evaluation

Bowman and Hodges (1999) use testbed evaluation (Figure 11.3, area 5)
as the final stage in the evaluation of interaction techniques for 3D inter-
action tasks. This approach allows generic, generalizable, and reusable
evaluation through the creation of testbeds—environments and tasks
that involve all important aspects of a task, that evaluate each component
of a technique, that consider outside influences (factors other than the
interaction technique) on performance, and that have multiple perfor-
mance measures. A testbed experiment uses a formal, factorial, experi-
mental design and normally requires a large number of subjects. If many
interaction techniques or outside factors are included in the evaluation,
the number of trials per subject can become overly large, so interaction
techniques are usually a between-subjects variable (each subject uses
only a single interaction technique), while other factors are within-
subjects variables. See the case studies below for examples of testbed
experiments.

Application and Generalization of Results

Testbed evaluation produces a set of results or models (Figure 11.3, area
6) that characterize the usability of an interaction technique for the speci-
tied task. Usability is given in terms of multiple performance metrics
with respect to various levels of outside factors. These results become
part of a performance database for the interaction task, with more infor-
mation being added to the database each time a new technique is run
through the testbed. These results can also be generalized into heuristics
or guidelines (Figure 11.3, area 7) that can easily be evaluated and ap-
plied by 3D Ul developers.

The last step is to apply the performance results to 3D applica-
tions (Figure 11.3, area 8) with the goal of making them more useful and
usable. In order to choose interaction techniques for applications appro-
priately, one must understand the interaction requirements of the appli-
cation. There is no single “best” technique, because the technique that is
best for one application may not be optimal for another application with
different requirements. Therefore, applications need to specify their inter-
action requirements before the most appropriate interaction techniques
can be chosen. This specification is done in terms of the performance met-
rics that have already been defined as part of the formal framework.
Once the requirements are in place, the performance results from testbed
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evaluation can be used to recommend interaction techniques that meet
those requirements.

Case Studies

Although testbed evaluation could be applied to almost any type of inter-
active system, it is especially appropriate for 3D Uls because of its focus
on low-level interaction techniques. Testbed experiments have been per-
formed comparing techniques for the tasks of travel (Bowman, Davis
et al. 1999) and selection /manipulation (Bowman and Hodges 1999).

The travel testbed experiment compared seven different travel tech-
niques for the tasks of naive search and primed search. In the primed
search trials, the initial visibility of the target and the required accuracy of
movement were also varied. The dependent variables were time for task
completion and subjective user comfort ratings. Forty-four subjects par-
ticipated in the experiment. The researchers gathered both demographic
and spatial ability information for each subject.

The selection/manipulation testbed compared the usability and per-
formance of nine different interaction techniques. For selection tasks, the
independent variables were distance from the user to the object, size of
the object, and density of distracter objects. For manipulation tasks, the
required accuracy of placement, the required degrees of freedom, and
the distance through which the object was moved were varied. The de-
pendent variables in this experiment were the time for task comple-
tion, the number of selection errors, and subjective user comfort ratings.
Forty-eight subjects participated, and the researchers again obtained de-
mographic data and spatial ability scores.

In both instances, the testbed approach produced unexpected and
interesting results that would not have been revealed by a simpler exper-
iment. For example, in the selection/manipulation testbed, it was found
that selection techniques using an extended virtual hand performed well
with larger, nearer objects and more poorly with smaller, farther objects,
while selection techniques based on ray-casting performed well regard-
less of object size or distance. The testbed environments and tasks have
also proved to be reusable. The travel testbed was used to evaluate a new
travel technique and compare it to existing techniques, while the manip-
ulation testbed has been used to evaluate the usability of common tech-
niques in the context of different VE display devices.
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11.6.2. Sequential Evaluation Approach

Gabbard, Hix, and Swan (1999) present a sequential approach to usability
evaluation for specific 3D applications. The sequential evaluation ap-
proach is a usability engineering approach and addresses both design
and evaluation of 3D Uls. However, for the scope of this chapter, we
focus on different types of evaluation and address analysis, design, and
prototyping only when they have a direct effect on evaluation.

Although some of its components are well suited for evaluation of
generic interaction techniques, the complete sequential evaluation ap-
proach employs application-specific guidelines, domain-specific repre-
sentative users, and application-specific user tasks to produce a usable
and useful interface for a particular application. In many cases, results or
lessons learned may be applied to other, similar applications (for ex-
ample, 3D applications with similar display or input devices, or with
similar types of tasks). In other cases (albeit less often), it is possible to ab-
stract the results for general use.

Sequential evaluation evolved from iteratively adapting and enhanc-
ing existing 2D and GUI usability evaluation methods. In particular, it
modifies and extends specific methods to account for complex interaction
techniques, nonstandard and dynamic UI components, and multimodal
tasks inherent in 3D Uls. Moreover, the adapted /extended methods both
streamline the usability engineering process and provide sufficient cover-
age of the usability space. Although the name implies that the various
methods are applied in sequence, there is considerable opportunity to
iterate both within a particular method as well as among methods. It is im-
portant to note that all the pieces of this approach have been used for
years in GUI usability evaluations. The unique contribution of Gabbard,
Hix, and Swan’s (1999) work is the breadth and depth offered by progres-
sive use of these techniques, adapted when necessary for 3D Ul evalua-
tion, in an application-specific context. Further, the way in which each
step in the progression informs the next step is an important finding: the
ordering of the methods guides developers toward a usable application.

Figure 11.4 presents the sequential evaluation approach. It allows de-
velopers to improve a 3D Ul by a combination of expert-based and user-
based techniques. This approach is based on sequentially performing
user task analysis (see Figure 11.4, area labeled 1), heuristic (or guideline-
based expert) evaluation (Figure 11.4, area 2), formative evaluation (Fig-
ure 11.4, area 3), and summative evaluation (Figure 11.4, area 4), with
iteration as appropriate within and among each type of evaluation. This
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Figure 11.4  Sequential evaluation approach. (Image reprinted by permission of MIT
Press and Presence: Teleoperators and Virtual Environments)

approach leverages the results of each individual method by systemati-
cally defining and refining the 3D Ul in a cost-effective progression.

Depending upon the nature of the application, this sequential evalua-
tion approach may be applied in a strictly serial approach (as Figure 11.4’s
solid black arrows illustrate) or iteratively applied (either as a whole or
per-individual method, as Figure 11.4’s gray arrows illustrate) many
times. For example, when used to evaluate a complex command-and-con-
trol battlefield visualization application (Hix et al. 1999), user task analysis
was followed by significant iterative use of heuristic and formative evalu-
ation and lastly followed by a single, broad summative evaluation.

From experience, this sequential evaluation approach provides cost-
effective assessment and refinement of usability for a specific 3D applica-
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tion. Obviously, the exact cost and benefit of a particular evaluation effort
depends largely on the application’s complexity and maturity. In some
cases, cost can be managed by performing quick and lightweight forma-
tive evaluations (which involve users and thus are typically the most
time-consuming to plan and perform). Moreover, by using a “hallway
methodology,” user-based methods can be performed quickly and cost-
effectively by simply finding volunteers from within one’s own organiza-
tion. This approach should be used only as a last resort or in cases where
the representative user class includes just about anyone. When used, care
should be taken to ensure that “hallway” users provide a close represen-
tative match to the application’s ultimate end users.

The individual methods involved in sequential evaluation are de-
scribed earlier in the chapter (user task analysis in section 11.2.1 and
heuristic, formative, and summative evaluation in section 11.2.2).

Case Studies

The sequential evaluation approach has been applied to several 3D Uls,
including the Naval Research Lab’s Dragon application: a VE for battle-
field visualization (Gabbard et al. 1999). Dragon is presented on a Re-
sponsive Workbench that provides a 3D display for observing and
managing battlespace information shared among commanders and other
battle planners. The researchers performed several evaluations over a
nine-month period, using one to three users and two to three evaluators
per session. Each evaluation session revealed a set of usability problems
and generated a corresponding set of recommendations. The developers
would address the recommendations and produce an improved UI for
the next iteration of evaluation. The researchers performed four major cy-
cles of iteration during the evaluation of Dragon, each cycle using the
progression of usability methods described in this section.

During the expert guideline-based evaluations, various user interac-
tion design experts worked alone or collectively to assess the evolving
user interaction design for Dragon. The expert evaluations uncovered sev-
eral major design problems that are described in detail in Hix et al. (1999).
Based on user task analysis and early expert guideline-based evalua-
tions, the researchers created a set of user task scenarios specifically
for battlefield visualization. During each formative session, there were at
least two and often three evaluators present. Although both the expert
guideline-based evaluation sessions and the formative evaluation ses-
sions were personnel-intensive (with two or three evaluators involved), it
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was found that the quality and amount of data collected by multiple eval-
uators greatly outweighed the cost of those evaluators.

Finally, the summative evaluation statistically examined the effect of
four factors: locomotion metaphor (egocentric versus exocentric), gesture
control (controls rate versus controls position), visual presentation device
(workbench, desktop, CAVE), and stereopsis (present versus not pres-
ent). The results of these efforts are described in Hix and Gabbard (2002).
This experience with sequential evaluation demonstrated its utility and
effectiveness.

11.6.3. Comparison of Approaches

The two major evaluation methods we have presented for 3D Uls—testbed
evaluation and sequential evaluation—take quite different approaches to
the same problem: how to improve usability in 3D applications. At a high
level, these approaches can be characterized in the space defined in sec-
tion 11.5. Sequential evaluation is done in the context of a particular appli-
cation and can have both quantitative and qualitative results. Testbed
evaluation is done in a generic evaluation context and usually seeks quan-
titative results. Both approaches employ users in evaluation.

In this section, we take a more detailed look at the similarities of and
differences between these two approaches. We organize this comparison
by answering several key questions about each of the methods. Many of
these questions can be asked of other evaluation methods and perhaps
should be asked prior to designing a usability evaluation. Indeed, an-
swers to these questions may help identify appropriate evaluation meth-
ods given specific research, design, or development goals. Developers
should attempt to find valid answers to these and related questions re-
garding different usability evaluation methods. Another possibility is to
understand the general properties, strengths, and weaknesses of each ap-
proach so that the two approaches can be linked in complementary ways.

What Are the Goals of the Approach?

As mentioned above, both approaches ultimately aim to improve usabil-
ity in 3D applications. However, there are more specific goals that exhibit
differences between the two approaches.

Testbed evaluation has the specific goal of finding generic perfor-
mance characteristics of interaction techniques. This means that one
wants to understand interaction technique performance in a high-level,
abstract way, not in the context of a particular application. This goal is im-
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portant because, if achieved, it can lead to wide applicability of the re-
sults. In order to do generic evaluation, the testbed approach is limited to
general techniques for common, universal tasks (such as navigation, se-
lection, or manipulation). To say this in another way, testbed evaluation is
not designed to evaluate special-purpose techniques for specific tasks,
such as applying a texture. Rather, it abstracts away from these specifics,
using generic properties of the task, user, environment, and system.
Sequential evaluation’s immediate goal is to iterate toward a better UI
for a particular application, in this case a specific 3D application. It looks
very closely at particular user tasks of an application to determine which
scenarios and interaction techniques should be incorporated. In general,
this approach tends to be quite specific in order to produce the best pos-
sible interface design for a particular application under development.

When Should the Approach Be Used?

By its non-application-specific nature, the testbed approach actually falls
completely outside the design cycle of a particular application. Ideally,
testbed evaluation should be completed before an application is even a
glimmer in the eye of a developer. Because it produces general perfor-
mance/usability results for interaction techniques, these results can be
used as a starting point for the design of new 3D Uls.

On the other hand, sequential evaluation should be used early and
continually throughout the design cycle of a 3D application. User task
analysis is necessary before the first interface prototypes are built. Heu-
ristic and formative evaluations of a prototype produce recommenda-
tions that can be applied to subsequent design iterations. Summative
evaluations of different design possibilities can be done when the choice
of design (e.g., for interaction techniques) is not clear.

The distinct time periods in which testbed evaluation and sequential
evaluation are employed suggests that combining the two approaches is
possible and even desirable. Testbed evaluation can first produce a set of
general results and guidelines that can serve as an advanced and well-
informed starting point for a 3D application’s Ul design. Sequential eval-
uation can then refine that initial design in a more application-specific
fashion.

In What Situations Is the Approach Useful?

Testbed evaluation allows the researcher to understand detailed perfor-
mance characteristics of common interaction techniques, especially user
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performance. It provides a wide range of performance data that may be
applicable to a variety of situations. In a development effort that requires
a suite of applications with common interaction techniques and interface
elements, testbed evaluation could provide a quantitative basis for choos-
ing them, because developers could choose interaction techniques that
performed well across the range of tasks, environments, and users in the
applications; their choices are supported by empirical evidence.

As we have said, the sequential evaluation approach should be used
throughout the design cycle of a 3D U], but it is especially useful in the
early stages of interface design. Because sequential evaluation produces
results even on very low-fidelity prototypes or design specifications, a 3D
application’s Ul can be refined much earlier, resulting in greater cost sav-
ings. Also, the earlier this approach is used in development, the more
time remains for producing design iterations, which ultimately results in
a better product. This approach also makes the most sense when a user
task analysis has been performed. This analysis will suggest task scenar-
ios that make evaluation more meaningful and effective.

What Are the Costs of Using the Approach?

The testbed evaluation approach can be seen as very costly and is defi-
nitely not appropriate for every situation. In certain scenarios, however,
its benefits can make the extra effort worthwhile. Some of the most im-
portant costs associated with testbed evaluation include difficult experi-
mental design (many independent and dependent variables, where some
of the combinations of variables are not testable), experiments requiring
large numbers of trials to ensure significant results, and large amounts of
time spent running experiments because of the number of subjects and
trials. Once an experiment has been conducted, the results may not be as
detailed as some developers would like. Because testbed evaluation
looks at generic situations, information on specific interface details such
as labeling, the shape of icons, and so on will not usually be available.

In general, the sequential evaluation approach may be less costly
than testbed evaluation because it can focus on a particular 3D applica-
tion rather than pay the cost of abstraction. However, some important
costs are still associated with this method. Multiple evaluators may be
needed. Development of useful task scenarios may take a large amount
of effort. Conducting the evaluations themselves may be costly in terms
of time, depending on the complexity of task scenarios. Most impor-
tantly, because this is part of an iterative design effort, time spent by de-
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velopers to incorporate suggested design changes after each round of
evaluation must be considered.

What Are the Benefits of Using the Approach?

Because testbed evaluation is so costly, its benefits must be significant be-
fore it becomes a useful evaluation method. One such benefit is general-
ity of the results. Because testbed experiments are conducted in a
generalized context, the results may be applied many times in many dif-
ferent types of applications. Of course, there is a cost associated with each
use of the results because the developer must decide which results are
relevant to a specific 3D UL Second, testbeds for a particular task may be
used multiple times. When a new interaction technique is proposed, that
technique can be run through the testbed and compared with techniques
already evaluated. The same set of subjects is not necessary, because test-
bed evaluation usually uses a between-subjects design. Finally, the gener-
ality of the experiments lends itself to development of general guidelines
and heuristics. It is more difficult to generalize from experience with a
single application.

For a particular application, the sequential evaluation approach can
be very beneficial. Although it does not produce reusable results or gen-
eral principles in the same broad sense as testbed evaluation, it is likely to
produce a more refined and usable 3D UI than if the results of testbed
evaluation were applied alone. Another of the major benefits of this
method relates to its involvement of users in the development process.
Because members of the representative user group take part in many of
the evaluations, the 3D Ul is more likely to be tailored to their needs and
should result in higher user acceptance and productivity, reduced user
errors, and increased user satisfaction. There may be some reuse of re-
sults, because other applications may have similar tasks or requirements,
or they may be able to use refined interaction techniques produced by the
process.

How Are the Approach’s Evaluation Results Applied?

The results of testbed evaluation are applicable to any 3D UI that uses the
tasks studied with a testbed. Currently, testbed results are available for
some of the most common tasks in 3D Uls: travel and selection/manipu-
lation (Bowman, Johnson et al. 2001). The results can be applied in two
ways. The first, informal technique is to use the guidelines produced by
testbed evaluation in choosing interaction techniques for an application
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(as in Bowman, Johnson et al. 1999). A more formal technique uses the
requirements of the application (specified in terms of the testbed’s perfor-
mance metrics) to choose the interaction technique closest to those re-
quirements. Both of these approaches should produce a set of interaction
techniques for the application that makes it more usable than the same
application designed using intuition alone. However, because the results
are so general, the 3D Ul will almost certainly require further refinement.

Application of results of the sequential evaluation approach is much
more straightforward. Heuristic and formative evaluations produce spe-
cific suggestions for changes to the application’s UI or interaction tech-
niques. The result of summative evaluation is an interface or set of
interaction techniques that performs the best or is the most usable in a
comparative study. In any case, results of the evaluation are tied directly
to changes in the interface of the 3D application.

11.7. Guidelines for 3D Interface Evaluation

In this section, we present some guidelines for those wishing to perform
usability evaluations of 3D Uls. The first subsection presents general
guidelines, and the second subsection focuses specifically on formal
experimentation.

11.7.1. General Guidelines

Begin with informal evaluation.

Informal evaluation is very important, both in the process of developing
an application and in doing basic interaction research. In the context of an
application, informal evaluation can quickly narrow the design space
and point out major flaws in the design. In basic research, informal evalu-
ation helps you understand the task and the techniques on an intuitive
level before moving on to more formal classifications and experiments.

Acknowledge and plan for the differences between
traditional Ul and 3D Ul evaluation.
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Section 11.4 detailed a large number of distinctive characteristics of
3D Ul evaluation. These differences must be considered when designing
a study. For example, you should plan to have multiple evaluators, incor-
porate rest breaks into your procedure, and assess whether breaks in
presence could affect your results.

Choose an evaluation approach that meets your
requirements.

Just as we discussed with respect to interaction techniques, there is no
optimal usability evaluation method or approach. A range of methods
should be considered, and important questions such as those in section
11.6.3 should be asked. For example, if you have designed a new interac-
tion technique and want to refine the usability of the design before any
implementation, a heuristic evaluation or cognitive walkthrough fits the
bill. On the other hand, if you must choose between two input devices for
a task in which a small difference in efficiency may be significant, a for-
mal experiment may be required.

Use a wide range of metrics.

Remember that speed and accuracy alone do not equal usability. Also
remember to look at learning, comfort, presence, and other metrics in
order to get a complete picture of the usability of the interface.

11.7.2. Guidelines for Formal Experimentation

Design experiments with general applicability.

If you're going to do formal experiments, you will be investing a large
amount of time and effort, so you want the results to be as general as pos-
sible. Thus, you have to think hard about how to design tasks that are
generic, performance measures to which real applications can relate, and
a method for applications to easily reuse the results.
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Use pilot studies to determine which variables should be
tested in the main experiment.

In doing formal experiments, especially testbed evaluations, you
often have too many variables to actually test without an infinite supply
of time and subjects. Small pilot studies can show trends that may allow
you to remove certain variables because they do not appear to affect the
task you're doing.

Look for interactions between variables—rarely will a single
technique be the best in all situations.

In most formal experiments on the usability of 3D Uls, the most inter-
esting results have been interactions. That is, it’s rarely the case that tech-
nique A is always better than technique B. Rather, technique A works well
when the environment has characteristic X, and technique B works well
when the environment has characteristic Y. Statistical analysis should re-
veal these interactions between variables.

Recommended Reading

Many entry-level HCI textbooks, such as the following, provide an excellent in-
troduction to usability evaluation and usability engineering:

Hix, D., and H. Hartson (1993). Developing User Interfaces: Ensuring Usability
Through Product & Process, John Wiley & Sons.

Rosson, M., and J. Carroll (2001). Usability Engineering: Scenario-Based Devel-
opment of Human Computer Interaction, Morgan Kaufmann Publishers.
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Force control, 145
Force-feedback steering wheels, 72
Force-reflecting joysticks, 72, 220
Form-factors, 145-146
Formative evaluation, 22, 355-356
FOV (field of view)
surround-screens and, 44
visual displays and, 31-32
wayfinding support, 235
Future of 3D Uls, 407-427
design and development issues,
412-415
interaction techniques, 410412
killer apps, 417-418
quantifying benefits of, 416417
standards, 417
technology issues, 407-409
usability evaluation issues, 415-416

G
GAITER system, 195
GaitMaster, 197
Gaze-directed steering, 200-201
Gaze direction, 106
Geometrical coherence, 322
Gestural commands
design and implementation, 272-273
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input with, 272
overview of, 270
techniques, 271-272
Gestures and datagloves, 106-107
Gesture-based symbolic input, 303-304
Global landmarks, 249
Global positioning systems. See GPS (global
positioning systems)
Glove-based recognition, gestures, 272
GloveTalk systems, 303
Go-Go technique, 160-162
GPS (global positioning systems)
AR systems and, 392
hybrid trackers and, 105
tracking and, 194-195
Grabbing the air, travel, 214-215
Graffiti, 300
Graphical menus
1-DOF menus, 261-262
3D widgets, 263265
adapted 2D menus, 260-261
overview of, 260
placement, 265-266
practical applications of, 267-268
representation and structure of,
266267
selection of, 266
TULIP menus, 262-263
Grapbhical user interfaces (GUIs), 11-12
Graphics
3D Uls drive research in, 24
3D interactive, 16
standards, 24
Grasp, 145-146, 181
Ground-referenced haptic devices,
72-73, 81
Guiard'’s principles, two-handed interaction,
324-325
Guided navigation technique, 206-207
Guidelines. See Design guidelines
Guidelines-based expert evaluation,
355
GUIs (graphical user interfaces), 11-12
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H
Hand-centered object manipulation extending
ray casting (HOMER), 164-165
Hand-force-feedback displays, 73-74
Handheld 3D mice, 111-113
Handheld widgets, 262
Hands-free 3D interface, 410
Haptic cues
human motor subsystem, 69-70
kinesthetic, 69
overview of, 68
tactile, 68-69
Haptic displays, 68-77
3D applications, 77
body-referenced, 73-74
combination devices, 75
ergonomics, 71
ground-referenced, 72-73
guidelines for choosing, 81
haptic cues, 68
haptic presentation capability, 70
human motor subsystem and, 69-70
kinesthetic cues, 69
overview of, 68
passive devices, 75-76
recommended reading, 85
resolution, 71
tactile cues, 68-69
tactile devices, 74-75
types of, 71-72
Haptic perception, 69
Haptic presentation capability, 70
Haptic rendering software, 68
Hardware. See Output devices, Input devices
HARK, 268
HCI (human-computer interaction)
3D interaction and, 5
applying to VR systems, 13
defined, 6
impact of 3D Uls on, 25
principles, 15-16
Head-crusher variation, image-plane tech-
niques, 157-158
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Head-mounted displays. See HMDs (head-
mounted displays)
Head-mounted projective display (HMPD), 50
Head-referenced menus, 266
Head-related transfer functions (HRTFs), 61,
63-64
Head tracking, viewpoint orientation,
217-218
Headphones, 64-65, 80
Health, sanitation issues with public systems,
330
Help, 3D sound applications, 67
Hemispherical displays, 47-49, 79
Heritage sites, 3D applications for, 9
Heuristic evaluation
of 3D Uls, 415
as evaluation method, 355
selecting heuristics for, 365
HiBall tracking system, 193-194
HMDs (head-mounted displays), 49-52
advantages of, 50-51
AR displays and, 390
arm-mounted compared with, 53
disadvantages, 51-52
guidelines for choosing, 79
keyboards and, 91
overview of, 49
recommended reading, 84
types of, 50
HMPD (head-mounted projective display), 50
Holographic displays, 58
Homemade input devices
connecting to computers, 124-126
strategies for building, 122-124
HOMER (hand-centered object manipulation
extending ray casting), 164-165
Homogeneous coordinates, 427
HRTFs (head-related transfer functions), 61,
63-64
Human-based design
constraints, 322-323
feedback compliance, 317-319
feedback dimensions, 316-317
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feedback generally, 315-316
feedback substitution, 319-320
overview of, 314-315
passive haptic feedback, 320-322
two-handed interaction, 323-327
user groups, 327-330
Human-computer interaction. See HCI
(human-computer interaction)
Human factors
3D Ul design, 314, 315
system control, 257, 285
Human motor subsystem, 69-70
Hybrid haptic devices, 75, 81
Hybrid tracking devices, 103-105

I

IHL (inside-the-head localization), 65, 66
IID (interaural intensity difference), 60-61
The Image of the City (Lynch), 239

Image-plane, pointing techniques, 156-158

Immersion
importance of, 4
quantifying the benefits of, 416-417
sensory, 408
with HMDs, 50
Inertial tracking devices, 100-101

Information-rich virtual environment (IRVE),

414
Input conditions, travel, 190
Input devices, 87-133
3D, 17
3D mice, 110-114
communication with, 28
defined, 6
desktop. See Desktop devices
direct human input, 118-121
evaluating, 132
guidelines for choosing, 126-128
home-made, 122-126

modalities for virtual and physical objects,

395
overview of, 87-90

recommended reading, 133-134
selection and manipulation, 143-144
special-purpose, 114-118
system control and, 257-258
taxonomies, 128-132
tracking. See Tracking devices
user comfort and, 329
Inside-out approach, wide-area tracking,
193
Inside-the-head localization (IHL), 65, 66
Instantaneous gestures, gesture-based
symbolic input, 303-304
Instrumental feedback, 317
Integrated camera controls, 220-222
Integration, of control, 144-145
Intelligent constraints, 323
Interaction aids, 20
Interaction seams, 395
Interaction Slippers, 115-116
Interaction style, 256
Interaction techniques
3D interaction, 7, 19
defined, 6-7
feedback and, 316
future of 3D Uls and, 410-412
HCI and 3D interaction, 5
integration for multiple tasks, 411-412
list of, 19-20
mapping to applications, tasks, and
devices, 409
modeling and, 137
navigation (travel). See Travel
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navigation (wayfinding). See Wayfinding

optimizing for specific domains, 412
overview of, 135-137
seamless 3D Uls, 413

selection and manipulation. See Selection

and manipulation
symbolic input. See Symbolic input
system control. See System control
usability evaluation, 22
Interaural intensity difference (IID), 60-61
Interaural time difference (ITD), 60-61
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Interviews, as evaluation method, 357
Inventing 3D Uls
2D Ul adaptations, 336-340
magic and aesthetics, 340-344
overview of, 314-315, 331
real-world metaphors, 333-335
simulating reality, 331-333
IRVE (information-rich virtual environment),
414
Isometric joystick, 94-95
Isomorphism
in 3D design, 331
3D manipulation and, 147-148
simple virtual hand and, 160
Isotonic joystick, 94
ITD (interaural time difference), 60-61
Iterative development, 311, 350

J

Joysticks
as desktop input device, 93-95
force-reflecting, 72
isometric, 94-95
two-joystick navigation, 222
velocity control, 220

K
Keyboards, 294-299
chord keyboard, 296-297
comparing techniques, 307-308
as desktop input device, 91
low key-count keyboards, 295
miniature keyboards, 294-295
overview of, 294
Pinch Keyboard, 297-298
QWERTY layout, 290-291
soft keyboards, 298-299
Kinesthetic system
cues, 69
haptic perception and, 69
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L

Labels, symbolic input, 289
Landmark knowledge, as spatial knowledge,
232
Landmarks
artificial landmarks as wayfinding aid, 248
design guidelines, 249
global and local, 249
legibility techniques, 240
Latency, temporal incompliance, 318-319
Law of steering, 134
Layout sketches, 251
LCD (liquid crystal displays)
HMDs use of, 50
refresh rates, 40
Leaning curves, keyboards, 306
Legibility techniques, 239-241
Lego Interface Toolkit, 124
Lenticular displays, 56
Light-scanning displays. See VRDs (virtual
retinal displays)
Light transfer, visual displays, 33
Lighting, in visual depth perception, 36
Linear perspective, visual depth perception,
35-36
Liquid crystal displays (LCD)
HMDs use of, 50
refresh rates, 40
Local landmarks, 249
Localization, sound
3D applications facilitating, 67
binaural cues, 60
defined, 59
head-related transfer functions, 61
reverberation cues, 62
sound intensity cues, 62
spectral cues, 61
vision and environmental familiarity
cues, 62
Locator devices, 128
Locomotion devices. See also Physical loco-
motion
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cycles, 198-199
GaitMaster, 197
omni-directional treadmill, 196-197
recommended reading, 226
Uniport, 198-199
walking-in place, 197-198

Low key-count keyboards, 295

M
Magic (nonisomorphism)
in 3D design, 331
interaction techniques, 340-342
Magnetic tracking devices, 97-98
Maneuvering tasks
travel, 186-187
wayfinding, 231
Manipulation. See Selection and manipu-
lation
Manual manipulation travel techniques,
214-216
fixed object manipulation, 215-216
grabbing the air, 214-215
Maps, 242-246
examples, 246
legibility of, 244
mental notations and, 244
orientation of, 243-244
overview of, 242
scale of, 243
size of, 245
target specification, 211-213
you-are-here (YAH), 243
Markup, symbolic input, 290, 294
Mathematics of 3D Uls, 419-427
matrices, 422423
points, 421-422
quaternions, 424-426
recommended reading, 426-427
scalars, 420
vectors, 420-421
Matrices, 422423, 426427
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MAUVE (Multi-Attribute Usability eval-
uation tool for Virtual Environments),
366
Mechanical tracking devices, 98
Medicine, 3D environments used for, 23
MEMS (microelectronic mechanical systems),
100
MetaDesk system, 395
Metaphors
classification of manipulation techniques
by, 148
classification of travel techniques by,
191-192
real-world metaphors as basis of 3D Ul
design, 333-335
Metrics
system performance, 357
task performance, 358
testbed approach, 372
user preference, 358-360
Metropolis keyboard, 299
Mice
2D, 91-92
3D. See 3D mice
Microelectronic mechanical systems
(MEMS), 100
Microphones, 119
MIDI (Musical Digital Instrument Device
Interface), 125-126
Migration, between platforms, 413-414
Mimic gestures, 272
Miniature keyboards, 294-295
Modeling tools, 21
Monitoring input devices, 89
Monitors, 40—42
guidelines for choosing, 78
overview of, 40-41
stereo glasses used in conjunction with,
41-42
Monocular (static) cues, visual depth,
34-36, 39
Motion cues, wayfinding support, 235-236
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Motion parallax cues, visual depth, 37-38
Motion trackers, 96-105
acoustic tracking, 98-99
hybrid tracking, 103-105
inertial tracking, 100-101
magnetic tracking, 97-98
mechanical tracking, 98
optical tracking, 101-103
overview of, 96-97
recommended reading, 133
Motor abilities, as basis of user groups, 328
MR (mixed reality). See also AR (augmented
reality)
application evaluation, 415-416
defined, 7-8
relationship of AR and VEs in, 388
seamless interaction with real and virtual
world, 411
Multi-Attribute Usability evaluation tool for
Virtual Environments (MAUVE), 366
Multimethod evaluation approaches
comparing, 378-382
overview of, 369
sequential approach, 375-378
testbed approach, 370-374
Multimodal interaction, 20
advantages of, 278-279
combining techniques for, 280
put-that-there technique, 279
Multisensory output, wayfinding, 236-237
Musical Digital Instrument Device Interface
(MIDI), 125-126

N

Naive search tasks, travel, 186
Naturalism

in 3D design, 331

in real-world design, 241
NaviCam system, 392
Navigation (travel). See Travel
Navigation (wayfinding). See Wayfinding
Nodes, legibility techniques, 240
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Nonisomorphic interaction

3D manipulation and, 148

object rotation and, 168

viewpoint rotation and, 218-219
Nonisomorphism (magic)

in 3D Ul design, 331

interaction techniques, 340-342
Nulling compliance, 171, 318
Numeric input

gesture-based symbolic input, 303

symbolic input, 310

O

Object manipulation. See also Selection and
manipulation
bimanual interaction and, 326
symbolic input and, 289
Occlusion
map size and, 245
in vision-based trackers, 103
in visual depth perception, 35
Oculomotor cues, visual depth, 37, 39
ODT (omnidirectional treadmill), 196
Olfactory cues, wayfinding, 250
Omnidirectional treadmill (ODT), 196
Operational feedback, 317
Optical see-through displays, 390
Optical tracking devices, 101-103, 134
Orbital viewing, travel viewpoint orientation,
218
Orientation. See also Viewpoint orientation,
travel
of maps, 243-244
spatial orientation, 230
Osmose, 343-344
Output devices, 29-86
AR systems, 390
auditory displays. See Auditory displays
communication with, 28
defined, 6
guidelines for choosing, 77-83
haptic displays. See Haptic displays
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overview of, 29-30
recommended reading, 84-86
user comfort and, 329
visual display. See Visual displays
Outside-in approach, wide-area tracking,
193

P

Parameters, symbolic input, 289
Passive haptic devices, 75-76, 81
Passive haptic feedback. See Props (passive
haptic feedback)
Passive input devices, 89
Passive travel techniques, 189
Path analysis, 251
Paths, legibility techniques, 240
Paths, travel
curvature of, 187
drawing a path in route planning,
207-208
marking points along a path in route
planning, 208-209
PDAs (personal digital assistants), 92
Pen-and-tablet technique, 258, 276, 337-339,
411
Pen-based symbolic input, 300-302
overview of, 300
pen-stroke gesture recognition, 300-302
unrecognized pen input (Digital Ink),
302
Pen-based tablets
as desktop input device, 92-93
Pen-stroke gesture recognition, 300-302
Perception
3D Uls and, 15
auditory, 59-62
haptic, 68-70
perceptual ability as basis of user groups,
328
recommended reading, 84, 253-254
visual, 34-40
Perceptual information, 414

Performance metrics. See Metrics
Performance models
evaluation based on, 365
evaluation leads to, 350
Personal digital assistants (PDAs), 92
Phicons (physical icons), 395, 397
Physical characteristics, as basis of user
groups, 328
Physical environment, evaluation issues,
360-362
Physical-force-based devices, 220
Physical icons (phicons), 395, 397
Physical locomotion, 192-199
cycles, 198-199
simulated walking, 196-198
walking, 192-195
walking in place, 195
Physical props. See Props (passive haptic
feedback)
Physical reality constraints, 322
Physical travel techniques
classification of travel techniques, 189
Pick devices, 128
Pinch Gloves, 108-109, 297-298, 304
Pinch Keyboard, 297-298, 304
Placement
of graphical menus, 265-266
of system control, 284
Platforms, interoperability between,
413-414
Pointing-based steering, 201-202
Pointing techniques, 150-158
aperture, 153-156
flashlight, 153-154
image-plane, 156-158
overview of, 150-151
ray-casting, 151-153
two-handed pointing, 153
Points, mathematics, 421-422
Polarization multiplexing, 41
Polyshop, 271, 327
Position control vs. force control, 145
Positioning, as manipulation task, 142
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Postures, 106-108, 270. See also Gestural
commands
Precision grasp, 145-146
Presence
evaluators interrupting, 362
importance of, 4
metrics for, 359
recommended reading, 254
usability evaluation and, 22
user-centered wayfinding support, 237
wayfinding and, 229
Primed search tasks, travel, 186
Procedural (or route) knowledge, 232
Props (passive haptic feedback), 320-322
as design technique, 321
disadvantages, 321-322
manipulation performance and, 146
overview of, 320
physical props compared with virtual
tools, 274
steering techniques, 204
transparent props for 2D interaction in
VE, 339-340
Prototypes
3D Ul applications, 8
design and development, 311
evaluation, 354
ProVIT case study, 282-285
Psychiatry
3D environments for, 23
applications for, 8
Psychology, 25
Public systems, 330
Push-to-talk schemes, 119

Q

Quaternions, 168-169, 177-179, 424-426, 427
Questionnaires, as evaluation method, 356
QWERTY layout

physical keyboards, 290-291

virtual keyboard, 299
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R
Radio frequency identification (RFID), 275
Ray-casting

pointing technique, 151-153

ZoomBack technique, 213
Reactive feedback, 317
Real world

AR brings virtual interfaces into, 390-391

compliance, 277

design principles, 241-242

metaphors for 3D design, 333-335

recommended reading, 347

relevance of 3D interaction, 4-5

seamless interaction with virtual world, 411
Recommended reading

3D Ul design, 347

AR (augmented reality), 406

evaluation, 384

input devices, 133-134

mathematics of 3D Uls, 426427

output devices, 84-86

selection and manipulation, 181-182

symbolic input, 310

system control, 285

travel, 226

wayfinding, 253-254
Reference objects, wayfinding, 248
Refresh rate

monitors, 40

visual displays, 33
Registration, AR systems, 390
Representation, system control, 266267
Requirements gathering, for design and de-

velopment, 311

Resolution

haptic displays, 71

spatial resolution of visual display, 32
Responsive Workbench, 46-47
Reverberation cues, 3D sound localization, 62
RFID (radio frequency identification), 275
Ring menu, 261
Ring Mouse, 113
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Rotation
bimanual interaction and, 326
as manipulation task, 142
Rotation interaction techniques, 168-171
absolute and relative mappings, 170
ARCBALL, 177-179
designing rotation mappings, 169
overview of, 168-169
usability properties of, 170-171
Rotational mappings, 169, 182
Route-planning
drawing a path, 207-208
manipulating a user representation,
209-210
marking points along a path, 208-209
overview of, 206-207

Route (procedural) knowledge, 232

S

Sanitation issues, public systems, 330
Scalars, mathematics, 420
Scale, of maps, 243
Scaled-world grab, 165-166, 216-217
Scaling, bimanual interaction, 327
Scenarios
as evaluation tool, 352
of symbolic input, 288-290
Scientific visualization, 8-9
Screen shape (display geometry), 33
Search tasks
strategies for, 237-238
travel task, 185-186
wayfinding task, 231
Selection and manipulation, 139-182
3D manipulation tasks, 140-141
3D widgets, 174-175

application-specific manipulation tasks, 143

ARCBALL technique, 177-179
canonical manipulation tasks, 141-143

classification of manipulation techniques,

147-150
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combining techniques for, 163-164
control dimensions and integrated control,
144-145

design guidelines, 179-181

desktop manipulation techniques, 171-174

device placement and form-factor, 145-146

fishing-reel technique, 158

flashlight and aperture techniques,

153-156

force vs. position control, 145

Go-Go technique, 160-162

of graphical menus, 266

HOMER, 164-165

image-plane techniques, 156-158

input devices and, 143-144

overview of, 139-140

pointing techniques, 150-151

ray-casting techniques, 151-153

recommended reading, 181-182

rotation interaction techniques, 168-171

scaled-world grab, 165-166

simple virtual hand, 159-160

two-handed pointing, 153

used for travel, 211

virtual hand techniques, 158-159

Virtual Sphere techniques, 175-177

Voodoo Dolls, 166-168

World-in-Miniature (WIM), 162-163
Semiautomated steering, 206
Senseboard, 299
Senses

feedback dimensions, 316

sensory immersion, 408

sensory substitution, 67, 316, 319-320
Sequential approach, 375-378

benefits of, 381

case studies, 377-378

comparing with testbed, 378-382

cost benefit analysis with, 376-377

costs of, 380-381

evolution of, 375

goals of, 378-379
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Sequential approach (cont.) Speakers, external, 65-66, 80
results of, 381-382 Special-purpose input devices, 114-118
serial nature of, 376 CavePainting Table, 116-117
steps in, 375-376 Control Action Table (CAT), 117-118
when to use, 379-380 Interaction Slippers, 115-116
Shadows overview of, 114
for object manipulation, 333 ShapeTape, 114-115
in visual depth perception, 36 Specified trajectory movement, wayfinding,
ShapeTape, 114-115 231
Sign language, 272, 303 Spectral cues, 3D sound localization, 61
Signs, wayfinding aids, 247-248 Spectral multiplexing, 41
Simple virtual hand, 159-160 Speech-connected gestures, 271
Simulated walking, 196-198 Speech input devices, 119-120
Simulation Speech recognition
3D environments used for, 22-23 design and implementation, 268-269
3D UI design based on, 331-333 engine, 268
simulated walking, 196-198 practical application, 269-270
simulator sickness, 359-360 single-character, 305
simulator systems, 18 speech-based symbolic input, 304-305
Single-character, speech recognition, 305 unrecognized speech input, 306
Situation awareness, 230 whole-word, 305
SKETCH, 273, 340 Spotlight, pointing techniques, 153-156
Soft keyboards, 298299 Standards, 3D UlI, 24, 417
Software Static (monocular), visual depth cues, 34-36,
haptic rendering, 68 39
speech recognition, 268 Statistical variability, 366-367
tools, 21, 68 Steering techniques, 199-206
Sonification, 67 camera-in-hand steering, 203-204
Sound. See 3D sound gaze-directed steering, 200-201
Sound intensity cues, 3D sound localization, overview of, 199-200
62 physical steering props, 204
Sound localization. See Localization, sound pointing-based steering, 201-202
Space-multiplexed interactions, 400 semiautomated steering, 206
Spatial compliance, 317-318 torso-directed steering, 202-203
Spatial knowledge virtual motion controller, 205-206
transferring to real world, 228 Stereo glasses, 41-42
types of, 231-232 Stereopsis, visual depth cue, 38
Spatial orientation, 230 Stereoscopic viewing, 41
Spatial perception, of humans, 15 Sticky-finger technique, 157
Spatial resolution String devices, 128
haptic displays, 71 Stroke devices, 128
visual displays, 32 Stroke, in pen-stroke gesture recognition,

Spatial seams, augmented surfaces, 397 300
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Structure, system control, 266-267
Subjects, 351. See also Users
Summative evaluation, 22, 356
Surface-based recognition, 272
Surround-screen displays, 43-46
active viewpoints, 45-46
advantages, 44
disadvantages, 45
guidelines for choosing, 78
overview of, 43
types of, 43—44
Survey knowledge, 232
Sutherland, Ivan, 12
Swept volume techniques, 57
Symbolic gestures, 272
Symbolic input, 287-312
for 3D Uls, 291-292
beyond text and number entry, 310
design guidelines, 306-310
gesture-based, 303-304
history of, 290-291
importance of, 288
keyboard-based, 294-299
need for development in, 410411
overview of, 137, 287-288
pen-based, 300-302
recommended reading, 310
scenarios for, 288-290
speech-based, 304-306
tasks, 293-294
techniques, 294
Symbols, alphanumeric, 293
Symmetric bimanual tasks, 324
Symmetric bimanual techniques, 327
System control, 255-285
1-DOF menus, 261-262
3D widgets, 263-265
adapted 2D menus, 260-261
classification of techniques, 259
defined, 256
design and implementation, 265
design guidelines, 280-282
gestural commands, 270-273
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graphical menus, 260
human factors, 257, 285
input devices, 257-258
multimodal techniques, 278-280
overview of, 137, 255-257
placement, 265-266
practical applications of, 267-268
ProVIT case study, 282-285
recommended reading, 285
representation and structure, 266-267
selection, 266
system- and application- level factors, 258
tools, 274-278
TULIP menus, 262-263
voice commands, 268-270
System-level factors, 258
System performance, 357
Systems, translations between users
and, 27

T

Tactile augmentation, 321
Tactile maps, wayfinding, 236237
Tactile system
cues, 68-69
guidelines for choosing tactile devices, 81
haptic devices, 74-75
haptic perception and, 69
Tangible AR
advantages/disadvantages, 402403
design of, 398-400
overview of, 397-398
time-multiplexed interaction in, 400-402
Tangible interaction, 397
Tangible user interfaces (TUIs), 275-276, 397
Target-based travel
map-based or WIM-based target specifi-
cation, 211-213
overview of, 210-211
visibility of target, 187-188
ZoomBack technique, 213
Task analysis, 352
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Tasks
classification of manipulation techniques
by, 148
composite/universal, 19
context, 164
integrated interaction techniques for mul-
tiple, 411-412
mapping to applications, devices, and
techniques, 409
manipulation, 140-143
parameters, 142-143
performance metrics, 358
symbolic input, 293-294
travel, 185-187
unimanual vs. bimanual, 324
wayfinding, 231
Taxonomies. See also Classification of tech-
niques
building in testbed approach, 370-372
as evaluation tool, 352-354
input device, 128-132
technique decomposition, 353
Technique components, 353
Technique integration, 164, 411
Technologies
background for 3D Uls, 16-17
future of 3D Uls and, 407-409
supporting 3D Uls, 5
Teddy, 273
Telepresence systems, 18
Temporal compliance, 317-318
Temporal resolution, 71
Testbed approach, 370-374
benefits of, 381
case studies, 374
comparing with sequential approach,
378-382
costs of, 380-381
goals of, 378-379
initial evaluation, 370
outside factors, 372
overview of, 370
performance metrics, 372
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results analysis, 373-374
results, applying, 381-382
taxonomy, 370-372
testbed experiment, 373
when to use, 379-380
Text entry, symbolic input, 310
Texture gradient, in visual depth percep-
tion, 36
Texture, in real-world design, 241-242
Think aloud protocol, 361
Three-Up, Labels in Palm (TULIP) menu,
262-263
Thumbscript, 304
Tiles system, 399-400
Time-multiplexed interactions, 400—-402
Time-to-target tests, 251
Tools, evaluation, 352-354
Tools, system control, 274-278
design and implementation, 276-277
overview of, 274
practical application, 278
techniques, 275-276
Torso-directed steering, 202-203
Touch. See Haptic displays
Tourism, 3D Ul applications for, 9
Trackballs, 91-92
Tracking
AR systems and, 390
GPS, 194-195
head tracking, viewpoint orientation,
217-218
integrated control for manipulation,
144-145
wide-area, 193
Tracking devices, 96-109
acoustic tracking, 98-99
bend-sensing gloves, 106-108
data gloves, 106
eye tracking, 105-106
hybrid tracking, 103-105
inertial tracking, 100-101
magnetic tracking, 97-98
mechanical tracking, 98
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motion trackers, 96-97
optical tracking, 101-103
overview of, 96
Pinch Gloves, 108-109
Trails, wayfinding aids, 249
Training
3D environments used for, 22-23
transfer, 254
Transaural audio, 66
Transfer functions, 27, 159
Translations, between user and system, 27
Travel, 183-226
camera-in-hand steering, 203-204
classification of techniques, 188-192
cycles, 198-199
design guidelines, 222-226
drawing a path, 207-208
exploration, 185
gaze-directed steering, 200-201
integrated camera controls, 220-222
maneuvering, 186-187
manipulating a user representation,
209-210

manual manipulation techniques, 214-216

marking points along a path, 208-209
motor component of navigation, 183
overview of, 136, 183-184

physical locomotion, 192

physical steering props, 204
pointing-based steering, 201-202
recommended reading, 226
relationship to wayfinding, 136-137
route-planning, 206207

scale issues, 410

search tasks, 185-186
semiautomated steering, 206
simulated walking, 196-198
steering techniques, 199-200
target-based, 210-213

task characteristics, 187-188

tasks, 184-185

torso-directed steering, 202-203
travel-by-scaling, 216-217
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velocity specification, 219-220
viewpoint orientation techniques,
217-219
virtual motion controller, 205-206
walking, 192-195
walking in place, 195
Travel-by-scaling techniques, 216-217
Treadmill, for simulated walking, 196
Triggers, 150
TUISs (tangible user interfaces), 275-276, 397
TULIP (Three-Up, Labels in Palm) menus,
262-263
Two-handed interaction, 323-327
asymmetric techniques, 325-327
grabbing the air, 215
Guiard’s framework, 324-325
in list of interaction techniques, 20
overview of, 323-324
pointing techniques, 153, 202
symmetric techniques, 327
tangible AR, 402
Voodoo Dolls, 166-168

V)

UbiComp (ubiquitous computing), 8
Uls (user interfaces)
3D. See 3D user interfaces
AR, 394-395, 404-405
components, 3—4
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design, 3
design principles, 15-16
graphical, 11-12
tangible, 275-276, 397
UniCam, 221
Unimanual tasks, 324
Uniport, 198-199
Unrecognized pen input (digital ink),
302,309
Unrecognized speech input, 306
Usability, 7, 351
Usability engineering, 311, 384
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approaches, 351, 378-382
classification of techniques, 367-369
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evaluation type issues, 365-367
evaluator issues, 362-363
formative vs. summative, 22
future of 3D Uls, 415-416
guidelines, 382-384
heuristics for, 415
methods, 351, 354-357
metrics, 357-360
miscellaneous issues, 367
MR applications, 415-416
multimethod approaches, 369
overview of, 349-350
physical environment issues, 360-362
purposes of, 350
recommended reading, 384
sequential approach, 375-378
terminology for, 351
testbed approach, 370-374
tools, 352-354
user issues, 363-365
User-centered wayfinding support, 234-235
field of view (FOV), 235
motion cues, 235-236
multisensory output, 236-237
presence, 237
search strategies, 237-238
User comfort
3D Ul design and, 328-330
metrics for, 359
User groups, 327-328
based on age, 327
based on perceptual, cognitive, and motor
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based on prior experience, 327-328
User interfaces. See Uls (user interfaces)
User task analysis, 352
User-worn 3D mice, 113-114
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collaboration between multiple, 414-415
defined, 351
evaluation issues related to, 363-365
metrics for user preferences, 358-360
sensory immersion, 408
translations between systems and, 27
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Vectors, 420-421, 426
Velocity /acceleration
travel, 190
Velocity specification, travel, 219-220
VEs (virtual environments). See also VR
(virtual reality)
defined, 7
evaluation issues, 360-362
information-rich virtual environment
(IRVE), 414
MAUVE (Multi-Attribute Usability
evaluation tool for Virtual Environ-
ments), 366
ViaVoice (IBM), 268
Video see-through displays, 390
Viewpoint orientation, travel
head tracking, 217-218
nonisomorphic rotation, 218-219
orbital viewing, 218
Virtual Sphere, 219
Virtual Annotation system, 306
Virtual body, 237
Virtual environments. See VEs (virtual envi-
ronments)
Virtual hand techniques, 158-162
Go-Go, 160-162
overview of, 158-159
simple virtual, 159-160
World-in-Miniature (WIM), 162-163
Virtual keyboards. See Soft keyboards
Virtual menus, 326
Virtual motion controller (VMC), 205-206



Index

Virtual Notepad system, 302, 338
Virtual reality. See VR (virtual reality)
Virtual retinal displays (VRDs), 54-55, 79
Virtual Sphere, 175-177, 219
Virtual tools, 275
Virtual travel
classification of travel techniques, 189
wayfinding aids, 228
Virtual Tricorder, 276, 342
Virtual worlds, compliance with real world,
277
Vision cues, 3D sound localization, 62
Visual depth. See Depth cues, visual displays
Visual displays, 31-59
arm-mounted, 52-54
autostereoscopic, 56-59
binocular disparity and stereopsis and, 38
depth cue relevance, 38—40
depth cues, 34
display geometry, 33
ergonomics, 33-34
field of regard and field of view, 31-32
head-mounted, 49-52
hemispherical, 47-49
light transfer, 33
monitors, 40—42
monocular (static) depth cues, 34-36
motion parallax depth cues, 37-38
oculomotor depth cues, 37
overview of, 31
refresh rate, 33
spatial resolution, 32
surround-screen, 43-46
types of, 40
virtual retinal, 54-55
workbenches, 46-47
Visualization, 17, 23
VMC (virtual motion controller), 205-206
Voice commands
design and implementation, 268-269
overview of, 268
practical application, 269-270
Volumetric displays, 57-58, 409
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VR (virtual reality)
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surround-screens and, 43

technological background for 3D Uls, 18
VRDs (virtual retinal displays), 54-55, 79
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W3C (World Wide Web Consortium), 24
Walking, 192-195
Walking in place, 195
Wayfinding, 227-254
artificial cues, 242
artificial landmarks, 248-249
audio and olfactory cues, 250
compasses, 246247
design guidelines, 251-253
egocentric and exocentric reference frames,
232-234
environment-centered support, 239
environment design, 239
evaluating wayfinding aids, 250-251
field of view (FOV), 235
legibility techniques, 239-241
maps, 242-246
motion cues, 235-236
multisensory output, 236-237
overview of, 136, 227-229
presence and, 237
real-world design principles, 241-242
recommended reading, 253-254
reference objects, 248
relationship to travel, 136-137
search strategies, 237-238
signs, 247-248
spatial knowledge and, 231-232
tasks, 231
theoretical foundations of, 229-230
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Wayfinding (cont.)
trails, 249
user-centered support, 234-235
Whole-word
speech recognition, 305
Wide-area tracking, 193
Widgets
3D, 19, 174-175, 263-265
handheld, 262
WIM (World-in-Miniature)
as an AR technique, 392-393
as a manipulation technique, 162-163
as a route-planning technique, 209-210
as a target-specification technique, 211-213
WIMP (windows, icons, menus, and
pointers), 91
Windows, icons, menus, and pointers
(WIMP), 91
Wizard of Oz approach (WOZ), 354
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Workbenches, 46-47, 78
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World-referenced menus, 266
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ZoomBack technique, 213



	Contents
	Foreword
	Preface
	Chapter 11 Evaluation of 3D User Interfaces
	11.1. Introduction
	11.2. Background
	11.3. Evaluation Metrics for 3D Interfaces
	11.4. Distinctive Characteristics of 3D Interface Evaluation
	11.5. Classification of 3D Evaluation Methods
	11.6. Two Multimethod Approaches
	11.7. Guidelines for 3D Interface Evaluation

	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z




