Preface

“To achieve great things, two things are needed: a plan, and not quite enough time.”
—Leonard Bernstein

As this book is being written, the age of real-time programming, especially with Java, has only begun. In the near future, however, we predict that real-time Java—namely, the Java Real-Time System (Java RTS) from Sun Microsystems—will be used predominantly in real-time application areas, such as software in the financial world, critical control systems, manufacturing lines, military and other government systems, and so on. This prediction arrives in the shadow of a time when Java was once considered “too slow” to be used in the development of mission-critical and other enterprise systems.

However, just as Java had proven quickly to the world that it could perform well enough for even the most demanding enterprise systems, Java RTS is actively proving itself in the real-time space. Gone is the necessity for complicated, specialized, real-time languages and operating environments; Java RTS brings all of the productivity and familiarity of the Java language to systems with real-time requirements. Literally decades of research, knowledge, and advancement found in the real-time discipline is now at the fingertips of every Java developer, requiring little more understanding than that of a new library of classes.

It was in the late ’90s that Greg Bollella had the idea for a real-time version of Java while in Chicago on a business trip. Soon after, JSR-001 was started and the specification was in its early stages. The specification was led by Greg, and involved many of the best minds involved in real-time scheduling theory, microprocessor design, embedded systems design, and language design. In the end, a specification was finalized that defines how Java is to behave in the real-time space, and Java RTS was built to conform to it and make it a reality.
Defining “Real-Time”

Although the first chapter of this book discusses and defines real-time systems thoroughly, it’s best to set the stage early and agree upon a precise definition. With real-time programming, the overall goal is to ensure that a system performs its tasks, in response to real-world events, before a defined deadline. Regardless of whether that deadline is measured in microseconds or days, as long as the task is required to complete before that deadline, the system is considered real-time. That simple definition is the foundation for an entire discipline in computer science, with years of research and development within both academia and industry.

To put it differently, the time delay from when a real-world event occurs (such as an object passing over a sensor, or the arrival of a stock market data-feed tick) to the time some code finishes processing that event should be bounded. The ability to meet this deadline must be predictable and guaranteed, all the time, in order to provide the determinism needed for a real-time system.

Meeting the requirements for real-time systems can be so demanding that dedicated programming languages, operating systems, frameworks, and scheduling algorithms have been created. Distinct areas of study, sets of tools, and even entire companies have been formed to solve real-time problems. It is precisely for these reasons that the Sun Java Real-Time System has been created.

The Real-Time Specification for Java

The Java Real-Time System from Sun is a 100%-compatible implementation of the Real-Time Specification for Java (RTSJ). The RTSJ is also known as JSR-001; the very first Java specification request (JSR) for which the entire Java Community Process (JCP) was created. Real-time Java is the first of many firsts, and has paved a way for not only what it was intended (real-time programming in Java), but also for the foundation of Java’s growth in terms of language features through the creation of the JCP.

The RTSJ is a standard that defines how Java applications are to behave in a real-world environment. It was created by experts in many disciplines (i.e., embedded systems design, language design, operating system design, processor design, real-time scheduling theory, and so on), from many companies, from all around the world—a truly global effort. The number one goal, other than defining how real-time behavior could be achieved with Java, was to not change the Java language at all. Meeting this goal was important to ensure that Java, as the
thousands of developers know it today, can be used in a real-time context, with no compromise.

In order for an implementation of Java to call itself “real-time,” it must conform to the RTSJ. Anything else is non-standard, as defined by the Java community as a whole. This ensures that developing a real-time application in Java will work with any RTSJ-compliant JVM, and will behave as defined in a real-time environment, without the need for specialized extensions or hardware. Anything else would violate the very principles Java was founded upon. Java RTS is compliant with the RTSJ, and is therefore standards-based.

This Book’s Focus and Audience

Although other books have been written about the RTSJ, this book focuses on Java RTS, its APIs, and what it takes to build real-time applications in Java. The intent is to provide you with practical knowledge and examples of how to build real-time applications with Java. Wherever possible, key teachings will be presented through the use of actual working code examples, as well as visual diagrams to make complicated concepts clear.

Although Java RTS is the focus, all of the knowledge gained from this book will be RTSJ-compliant by default. An understanding of the RTSJ is not a prerequisite for this book, but it’s highly recommended that you read this specification since it’s the basis for the material presented herein. You can find the latest specification and related material at http://www.rtsj.org.

This book’s primary audience is comprised of architects and developers (of all levels) who need to build an application with time-critical code. There are different types of developers that this book targets:

- Java developers who are currently building applications with real-time requirements with or without Java RTS
- Java developers who are interested in learning the Java RTS APIs for future projects
- Non-Java real-time application developers who wish to use Java for real-time application development
- Architects and developers who wish to use Java RTS in order to deploy on a general-purpose operating system (as opposed to a specialized operating system, platform, or language)
To each of these developers, Java RTS and the RTSJ represent freedom from specialized hardware, operating systems, and languages. When this freedom is coupled with Java’s productivity gains and large developer community, Java RTS represents a wise business choice as well, and a potentially huge savings in money.

Structure of the Book

This book has been broken down into three main sections:

**Part I—Real-Time Computing Concepts**: The first part lays the groundwork for using Java RTS. It clearly defines the concept of real-time in the computing world, and discusses many of the theories of real-time application design and development.
*This includes Chapters 1 through 4.*

**Part II—Inside Java RTS**: The second part dives deep into the Java RTS APIs, providing ample code samples to illustrate the inner workings and use of Java RTS. You’ll gain a deeper understanding of the RTSJ principals, as applied to real problems.
*This includes Chapters 5 through 10.*

**Part III—Using Java RTS**: The third and final part discusses a comprehensive case study where Java RTS has been used to solve actual real-time system problems, as well as tools used to develop and debug Java RTS applications.
*This includes Chapters 11 and 12.*

The chapter breakdown of this book is as follows:

**Chapter 1—Real-Time for the Rest of Us**: This chapter provides a thorough definition of real-time systems, and then compares them to high-performance systems and those with high-throughput requirements. Other key terms, such as predictability, jitter, latency, and determinism are defined and explored. The second half of this chapter contains a high-level discussion of real-time scheduling. Analogies, descriptions, and visuals will be used to bring the concepts down to earth; at a level where the average programmer should be comfortable.

**Chapter 2—Real-Time and Java SE**: This chapter explores the use of standard Java in real-time environments. Issues that arise, such as the execution of the Java garbage collector, and the just-in-time compiler, will be discussed as sources of trouble. The chapter discusses, in detail, garbage collection in Java
SE 6 and the forthcoming Java SE 7, and concludes with an overview of real-time garbage collection algorithms.

Chapter 3—The Real-Time Specification for Java: The RTSJ defines how Java should behave in the real-time space. In fact, the RTSJ was the first Java Specification Request (JSR), and a big reason why the Java Community Process (JCP) was formed. The specification, led by Greg Bollella, included experts from around the globe, from both academia and industry, and is known today as a standard for real-time Java development. This chapter provides a brief overview of the RTSJ.

Chapter 4—The Sun Java Real-Time System: This chapter begins our exploration of real-time Java with a discussion of Java RTS, Sun’s product that implements the RTSJ. Reading this chapter will help you get up and running with a working Java RTS system on either Solaris or Linux.

Chapter 5—Threads, Scheduling, and the New Memory Models: As the first chapter to dive deep into the Java RTS APIs, the focus of the chapter is on the new threading models available to you, along with the different memory models introduced with the RTSJ.

Chapter 6—Synchronization: This chapter explores how thread synchronization is changed in Java RTS. It also dives into the internals to examine some of the enhancements made in the Java VM to minimize latency when synchronizing multiple threads’ access to shared resources.

Chapter 7—The Real-Time Clock API: Java RTS provides support for high-resolution timers, and deterministic timer objects. In this chapter, we’ll examine the real-time Clock API, and how timer objects can be created for deterministic operation.

Chapter 8—Asynchronous Events: Java RTS gives you more control over how work is scheduled in a system. This chapter examines the classes that are available to you to control how events are handled in your real-time application.

Chapter 9—Asynchronous Transfer of Control and Thread Termination: In this chapter, we’ll explore the fine-grained control Java RTS provides for schedulable objects in terms of transferring control from one method to another, and terminating tasks.

Chapter 10—Inside the Real-Time Garbage Collector: This chapter dives deep into the inner workings of the real-time garbage collector, and describes how it operates. Having a solid understanding of how the RTGC works, how it
affects your system, and how it can be tuned will help you build more efficient Java RTS applications.

Chapter 11—An Equities Trading System: This chapter explores the use of Java RTS in a financial application that closely mimics those used by traders, investment banks, and exchanges in the world of finance. In the world of investing, banking, and finance, latencies due to garbage collection introduce the risk of missing important market events. The resulting delays translate directly to lost money in these markets.

Chapter 12—Java RTS Tools: Here, we discuss the tools available to develop and debug Java RTS applications.

Staying Up-to-Date

No book is ever complete, and important technologies such as Java RTS aren’t static—they constantly evolve. Check the web site, http://www.ericbruno.com/realtime, for updates and extra content, as well as the complete code for the samples and many of the case studies. We’ll also keep you up to date on changes to the RTSJ, as well as to Sun’s implementation, Java RTS.
Real-Time for the Rest of Us

“Let him who would enjoy a good future waste none of his present.”
—Roger Babson

THERE are many misunderstandings about what real-time is, even amongst seasoned enterprise Java developers. Some confuse it with high-performance, or fast, computing; others think of dynamic applications such as instant messaging. Neither one is necessarily an example of a real-time system. Therefore real-time does not always equal “real fast,” although good performance is often desirable and achievable. In fact, real-time is often orthogonal with high-throughput systems; there’s a trade-off in throughput in many cases. The best way to avoid all of this confusion is to think of it this way: application performance and throughput requirements can be solved with faster, or additional, hardware; real-time requirements, in general, cannot.

This chapter will define real-time computing, and will explain why throwing hardware at a real-time requirement will almost never do any good. We’ll discuss the qualities of a real-time system, define key terms used in the discipline, and examine tools, languages, and environments available to real-time developers outside of the Java world. By the end of this chapter, you’ll have a good real-time foundation to build upon.

Qualities of Real-Time Systems

The goal of a real-time system is to respond to real-world events before a measurable deadline, or within a bounded time frame. However, a real-time system is also about precision. The measured speed of a system’s response to an event is
important, but what’s also important is the system’s ability to respond at precisely
the right moment in time. Access to a high-resolution timer to perform actions on
precise time periods is often a requirement. These two qualities together best
define a real-time application’s acceptable behavior: the ability to respond to an
event before a deadline, and accurately perform periodic processing, regardless of
overall system load. Before we go any further, it’s important to examine the term
deadline a little more closely, as well as some other terms often used in the context
of real-time systems.

The term *deadline* can have one of two meanings. First, it can be a deadline re-la-
tive to an event, such as a notification or message in some form. In this case, the
system must respond to that event within a certain amount of time of receiving
that event, or from when that event originally occurred. One example of a relative
deadline is an elevator as it passes over a sensor indicating that it’s almost at the
floor it’s meant to stop at. The real-time software within the elevator must respond
to that event within milliseconds of passing the sensor, or it won’t be able to stop
at the intended floor. The occupants of an elevator that skips stops are certain to
consider this an error.

**Relative Deadline ($D_i$):** the amount of time after a request is made that the sys-
tem needs to respond.

**Absolute Deadline ($d_i$):** the precise point in time that a task must be completed,
regardless of task start time, or request arrival.

Often, with an *absolute* deadline, a real-time system checks for a particular sys-
tem state on a regular interval. Some examples of this are an aircraft flight control
system, or a nuclear power plant’s core temperature monitoring system. In both of
these cases, critical data is continuously polled, such as altitude, or core tempera-
ture. Failing to monitor these values at precise points in time can cause these
systems to go into a bad state with potentially catastrophic results.

Regardless of the type of deadline, relative or absolute, time is still a main compo-
nent in proper system behavior. It’s not enough that an elevator’s software knows
and responds to a floor sensor; it must do so within a deadline in order to behave
correctly. Also, a flight control system must be able to move an aircraft’s control
surfaces at the precise time, in reaction to the most recent and accurate set of data,
in order to fly the aircraft correctly (without crashing!).

For example, let’s say we have a system requirement to send a response to a
request within one millisecond. If the system responds within 500 microseconds
every time, you may think the requirement has been met. However, if the request
is delayed, outside the system under measurement, the response will not have
been sent at the right moment in time (even if it’s sent within one millisecond). Remember, we’re talking about “real” time here; the one-millisecond requirement applies to when the originating system sent the original request.

Figure 1-1 illustrates the problem. Here you see that the system in question has responded to the request within one millisecond, but it was at the wrong time because the request was delayed in delivery. A real-time system must adhere to the end-to-end deadline.

In a real-time system, the time delay from when a real-world event occurs (such as an object passing over a sensor, or the arrival of a stock market data-feed tick) to the time some code finishes processing that event should be reasonably bounded. The ability to meet this deadline must be predictable and guaranteed, all the time, in order to provide the determinism needed for a real-time system.

What Is “Bounded”?

When we use the term bounded in relation to a bounded amount of time, what we really imply is a reasonable amount of time for the system to respond. In other words, saying that the elevator responds to sensor events within a ten-year bounded timeframe is unreasonable. It must do so according to a time requirement that allows it to function properly. Therefore, when we use the term bounded, it’s relative to the proper operation of the time-critical event we’re describing.

When discussing real-time systems, the basic element of execution is often referred to as a job, or task. (For a more accurate definition of jobs and tasks in real-time systems, see the note on Jobs and Tasks in Real-Time Systems). There can be one or more tasks in a given system, and therefore tasks can either be
running or waiting. On a uniprocessor machine, only one task can be running at a single point in time, as opposed to multiprocessor machines that can execute more than one task at a time.

**Note: Jobs and Tasks in Real-Time Systems** At this point in the discussion, it’s fair to accurately define the terms *job* and *task* as used in discussions of real-time scheduling theory. Formally speaking, a job is any unit of work that can be scheduled and processed, while a task is a group of related jobs that work together to achieve some function. In this classic definition, a task contains related jobs, where those jobs have real-time constraints.

However, to keep the discussions light and simple in this book we will not distinguish between tasks and jobs; a unit of schedulable work will simply be referred to as a task. Therefore, in this book, a task represents a thread of execution and is synonymous with an OS thread.

Regardless, discussions often revolve around the arrival of a system event, or the start of task execution, which can sometimes be one and the same. To clarify, we say that a task can be in one of the three main states:

**Eligible-for-Execution:** the task is eligible (ready) to execute.

**Executing:** the task is currently executing (running) on a processor.

**Blocked:** the task is neither executing, nor eligible to begin executing. It’s blocked for some reason, and this reason is usually stated as part of the state; i.e., blocked-for-IO, blocked-for-release-event, and so on.

With these task states defined, we can begin to discuss how tasks are scheduled in a real-time system. First, the following definitions must be stated:

**Release Time** ($r_i$): sometimes called *arrival time*, or *request time*, this is the time that a task becomes ready to execute.

**Start Time** ($s_i$): the time that a task begins executing. As stated above, these concepts may be combined for simplification in many discussions. For example, a task may be started because of a request, or it may be started as part of a predefined schedule. This book shall attempt to separate these concepts when necessary to avoid confusion.

**Finish Time** ($f_i$): the time when a task is complete.
**Task Completion Time** \((C_i = f_i - r_i)\): the amount of time a particular task takes to complete its processing by subtracting the task’s arrival time from its finish time. This is also referred to as the cost of task execution.

**Lateness** \((L_i)\): the difference between the task finish time and its deadline; note that this value is negative if a task completes before its deadline, zero if it completes at its deadline, and positive if it completes after its deadline.

These terms and their associated abbreviations will be used throughout the book. To further clarify them, and to gain a better understanding of real-time systems, let’s explore the factors that affect a system’s ability to meet its deadlines.

**Predictability and Determinism**

Other important qualities of a real-time system are that of **predictability** and **determinism**. A real-time system must behave in a way that can be predicted mathematically. This refers to the system’s deadline in terms of relative and absolute time. For instance, it must be mathematically predictable to determine if the amount of work to be done can be completed before a given deadline. Factors that go into this calculation are system workload, the number of CPUs (or CPU cores) available for processing, running threads in the real-time system, process and thread priorities, and the operating system scheduling algorithm.

Determinism represents the ability to ensure the execution of an application without concern that outside factors will upset the execution in unpredictable ways. In other words, the application will behave as intended in terms of functionality, performance, and response time, all of the time without question. In many respects, determinism and predictability are related, in that one results in the other. However, the important distinction is that a deterministic system puts the control of execution behavior in the hands of the application developer. Predictability is then the result of proper programming practice on a system that enables such behavior. This book will explore the statement “proper programming practice” in relation to real-time applications written in Java because using a real-time language or operating system is never enough—discipline is also required.

Another aspect of deterministic application behavior is that it’s fixed, more or less. This means that unforeseen events, such as garbage collection in Java, must never upset a real-time application’s ability to meet its deadlines, and hence become less predictable. A real-time system such as an anti-lock brake system, or
an airplane’s flight-control system, must always be 100% deterministic and predictable or human lives may be at stake.

Many practical discussions of real-time systems and their requirements involve the terms latency and jitter. Let’s examine these now, and form precise definitions that we’ll use in our discussion going forward.

**Identifying Latency**

Much of the discussion so far has been about responding to an event before a deadline. This is certainly a requirement of a real-time system. *Latency* is a measure of the time between a particular event and a system’s response to that event, and it’s quite often a focus for real-time developers. Because of this, latency is often a key measurement in any real-time system. In particular, the usual focus is to minimize system latency. However, in a real-time system the true goal is simply to normalize latency, not minimize it. In other words, the goal is to make latency a known, reasonably small, and consistent quantity that can then be predicted. Whether the latency in question is measured in seconds, or microseconds, the fact that it can be predicted is what truly matters to real-time developers. Nonetheless, more often than not, real-time systems also include the requirement that latency be minimized and bounded, often in the sub-millisecond range.

To meet a system’s real-time requirements, all sources of latency must be identified and measured. To do this, you need the support of your host system’s operating system, its environment, network relationship, and programming language.

**Identifying Jitter**

The definition of *jitter* includes the detection of irregular variations, or unsteadiness, in some measured quantity. For example, in an electronic device, jitter often refers to a fluctuation in an electrical signal. In a real-time system, jitter is the fluctuation in latency for similar event processing. Simply measuring the latency of message processing for one event, or averaging it over many events, is not enough. For instance, if the average latency from request to response for a certain web server is 250 milliseconds, we have no insight into jitter. If we look at all of the numbers that go into the average (all of the individual request/response round-trip times) we can begin to examine it. Instead, as a real-time developer, you must look at the distribution and standard deviation of the responses over time.
Other Causes of Jitter

Jitter can also be caused by the scheduling algorithm in your real-time system. For instance, in a system with many real-time periodic tasks, a particular task can finish anywhere within its time period. If it sometimes finishes early in its period (well before the deadline), but other times it finishes just before the period end, it has jitter. In some systems, there are control algorithms that cannot tolerate this.

For example, say we have a task with a 100-millisecond period, where the execution cost is 10 milliseconds, and the worst-case latency is always less than 1 millisecond. In a complex system, this task can finish anywhere from the period boundary + 10 milliseconds processing time + 1 millisecond latency, to the period boundary + 100 milliseconds (start of next period). One solution to this problem, the one proposed by the Real-Time Specification for Java (RTSJ) in particular, is to set the deadline to 12 milliseconds.

The chart in Figure 1-2 shows a sampling of latency data for a web server’s request/response round-trip time. You can see that although the average of 250 milliseconds seems pleasing, a look at the individual numbers shows that some of the responses were delivered with up to one-second latency. These “large” latency outliers.
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responses stand out above most of the others, and are hence labeled outliers, since they fall outside of the normal, or even acceptable, response time range.

However, if the system being measured is simply a web application without real-time requirements, this chart should not be alarming; the outliers simply aren’t important, as the average is acceptable. However, if the system were truly a real-time system, these outliers could represent disaster. In a real-time system, every response must be sent within a bounded amount of latency.

**Hard and Soft Real-Time**

In the real-time problem domain, discussions often involve the terms hard real-time and soft real-time. Contrary to what many people assume, these terms have nothing to do with the size of the deadline, or the consequence of missing that deadline. It’s a common misconception that a hard real-time system has a smaller, or tighter, deadline in terms of overall time than a soft real-time system. Instead, a hard real-time system is one that cannot miss a single deadline or the system will go into an abnormal state. In other words, the correctness of the system depends not only on the responses it generates, but the time frame in which each and every response is delivered. A soft real-time system is one that may have a similar deadline in terms of time, but it instead has the tolerance to miss a deadline occasionally without generating an error condition.

For example, let’s compare a hypothetical video player software application to an automated foreign exchange trading application. Both systems have real-time qualities:

- The video player must retrieve and display video frames continuously, with each frame being updated by a deadline of, say, one millisecond.
- A foreign exchange trade must be settled (moneys transferred between accounts) within exactly two days of the trade execution.

The video player has a far more constraining deadline at one millisecond compared to the two-day deadline of the trading system. However, according to our definition, the trading system qualifies as a hard real-time system, and the video player as a soft real-time system, since a missed settlement trade puts the entire trade, and trading system, into a bad state—the trade needs to be rolled back, money is lost, and a trading relationship strained. For the video player, an occasional missed deadline results in some dropped frames and a slight loss of video quality, but the overall system is still valid. However, this is still real-time since the system must not miss too many deadlines (and drop too many frames) or it, too, will be considered an error.
Additionally, the severity of the consequence of missing a deadline has nothing to do with the definition of hard versus soft. Looking closer at the video player software in the previous example, the requirement to match audio to the corresponding video stream is also a real-time requirement. In this case, many people don’t consider the video player to be as critical as an anti-lock brake system, or a missile-tracking system. However, the requirement to align audio with its corresponding video is a hard real-time constraint because not doing so is considered an error condition. This shows that whereas the consequence of a misaligned video/audio stream is minimal, it’s still a hard real-time constraint since the result is an error condition.

Therefore, to summarize hard and soft real-time constraints, a hard real-time system goes into a bad state when a single deadline is missed, whereas a soft real-time system has a more flexible deadline, and can tolerate occasional misses. In reality, it’s best to avoid these terms and their distinction and instead focus on whether a system has a real-time requirement at all. If there truly is a deadline the system must respond within, then the system qualifies as real-time, and every effort should be made to ensure the deadline is met each time.

**Isochronal Real-Time**

In some cases, the requirement to respond to an event before a deadline is not enough; it must not be sent too early either. In many control systems, responses must be sent within a window of time after the request, and before the absolute deadline (see Figure 1-3). Such a system has an *isochronal real-time* requirement.

Although clearly distinct from a hard real-time task that needs to complete any time before its deadline, in most cases isochronal real-time tasks are simply classified as hard real-time with an additional timing constraint. This certainly makes it easier to describe the tasks in a system design. However, this added constraint does make a difference to the real-time task scheduler, which is something we’ll explore later in this chapter.

![Figure 1-3 Isochronal real-time: the deadline must be met, but a response must not be sent too early, either.](image-url)
Real-Time Versus Real Fast

Application or system performance is a relative measurement. When a system is said to be fast or slow, it’s usually in comparison to something else. Perhaps it’s an older system, a user expectation, or a comparison to an analogous real-world system. In general, performance is more of a relative measurement than a precise mathematical statement. As discussed earlier in this chapter, real-time does not necessarily equal real fast.

Instead, whereas the objective of fast computing is to minimize the average response time of a given set of tasks, the objective of real-time computing is to meet the individual time-critical requirement of each task. Consider this anecdote: there once was a man who drowned in a river with an average depth of 6 inches [Buttazzo05]. Of course, the key to that sentence is the use of the average depth, which implies the river is deeper at some points. A real-time system is characterized by its deadline, which is the maximum time within which it must complete its execution, not the average.

However, the goals of most real-time systems are to meet critical deadlines and to perform optimally and efficiently. For example, a system with sub-millisecond deadlines will most likely require high-performance computer hardware and software. For this reason, real-time systems programming is often associated with high-performance computing (HPC). However, it’s important to remember that high-performance does not imply real-time, and vice versa.

Real-Time Versus Throughput

Another area of system performance that is often confused with real-time is that of system throughput. Throughput is often used to describe the number of requests, events, or other operations, that a software system can process in any given time frame. You often hear of software positively characterized with terms like “messages-per-second,” or “requests-per-second.” A system with high throughput can give its operators a false sense of security when used in a real-time context.

This is because a system with high throughput is not necessarily a real-time system, although it is often misunderstood to be. For instance, a system that supports thousands of requests per second may have some responses with up to a second of latency. Even though a majority of the requests may be handled with low latency, the existence of some messages with large latency represents outliers (those outside the normal response time). In other words, with this example, most requestors received their responses well within the one-second window. However, there
were some that waited the full second for their response. Because the degree of, and the amount of, these outliers are unpredictable, high-throughput systems are not necessarily real-time systems.

Typically, real-time systems exhibit lower average throughput than non-real-time systems. This engineering trade-off is well known and accepted in the real-time community. This is due to many factors that include trade-offs as to how tasks are scheduled and how resources are allocated. We’ll explore these factors in relation to Java RTS throughout this book.

**Task Completion Value**

In a modern computing system, the basic element of execution is called a thread, or a task. A process is defined as an application launched by the user (either explicitly through a command, or implicitly by logging in) that contains one or more threads of execution. Regardless of how each task begins executing, the basic unit of execution is a thread. To simplify things going forward, the thread will be the focus of the discussion.

The value, or usefulness, that a task has to any running system is usually dependent upon when it gets its work done, not just that the work is done properly. Even non-real-time systems have this quality. For example, the chart in Figure 1-4 shows that the value of tasks in a non-real-time system usually increases as more of them are completed over time. This is evidence of the throughput quality of non-real-time systems, as explained in the previous section.

For a soft real-time system, the value of task completion rapidly decreases once the task’s deadline passes. Although the correct answer may have been generated, it gets more and more useless as time passes (see Figure 1-5).

Contrast this to a hard real-time system, where the task has zero value after the deadline (see Figure 1-6).

![Figure 1-4](image) In a non-real-time system, the perceived value of task completion is directly proportional to the total number completed over time.
The discussion so far assumes that task completion anytime before the deadline is acceptable. In some cases, as with firm, or isochronal, real-time systems, the task must complete before the deadline, but no earlier than a pre-defined value. In this case, the value of task completion before and after the deadline is, or quickly goes to, zero (see Figure 1-7).
Of course, these graphs are only general visual representations of task completion value in non-real-time and real-time systems; actual value is derived on a case-by-case basis. Later in this chapter, we’ll examine this in more detail as task cost functions are used to calculate efficient real-time scheduling algorithms.

Real-Time Computing

Now that you have an understanding of what real-time is and what it means, it’s time to expand on it. Real-time computing is the study and practice of building applications with real-world time-critical constraints. Real-time systems must respond to external, often physical, real-world events at a certain time, or by a deadline. A real-time system often includes both the hardware and the software in its entirety. Traditionally, real-time systems were purpose-built systems implemented for specific use; it’s only recently that the real-time community has focused on general-purpose computing systems (both hardware and/or software) to solve real-time problems.

Today, the need for specialized, dedicated, hardware for real-time systems has mostly disappeared. For instance, modern chipsets include programmable interrupt controllers with latency resolution small enough for demanding real-time applications. As a result, support for real-time requirements has moved to software; i.e., specialized schedulers and resource controllers. Algorithms that were once etched into special circuitry are now implemented in software on general-purpose computers.

This is not to say that hardware support isn’t needed in a real-time system. For example, many real-time systems will likely require access to a programmable interrupt controller for low-latency interrupts and scheduling, a high-resolution clock for precise timing, direct physical memory access, or a high-speed memory cache. Most modern computer hardware, including servers, workstations, and even desktops and laptops, support these requirements. The bottom line is whether the operating system software running on this hardware supports access to these hardware facilities.

The operating system may, in fact, support real-time tasks directly through its scheduling implementation, or may at least allow alternative scheduling algorithms be put in place. However, many general-purpose operating systems schedule tasks to achieve different goals than a real-time system. Other factors, such as overall system throughput, foreground application performance, and GUI refresh rates, may be favored over an individual task’s latency requirements. In fact, in a general-purpose system, there may be no way to accurately specify or measure an application’s latency requirements and actual results.

However, it is still possible to achieve real-time behavior, and meet real-time tasks’ deadlines, on general-purpose operating systems. In fact, this is one of the
charter goals that Java RTS, and the RTSJ, set out to solve: real-time behavior in Java on general-purpose hardware and real-time operating systems. In reality, only a subset of general-purpose systems can be supported.

The remainder of this chapter provides an overview of the theory and mechanics involved in scheduling tasks in a real-time system. To be clear, real-time scheduling theory requires a great deal of math to describe and understand thoroughly. There is good reason for this: when a system has requirements to meet every deadline for actions that may have dire consequences if missed, you need to make assurances with the utmost precision. Characterizing and guaranteeing system behavior with mathematics is the only way to do it. However, we'll attempt to discuss the subject without overburdening you with deep mathematical concepts. Instead, analogies, descriptions, and visuals will be used to bring the concepts down to earth, at a level where the average programmer should be comfortable. For those who are interested in the deeper math and science of the subject, references to further reading material are provided.

The Highway Analogy

One simple way to describe the dynamics of scheduling tasks in a real-time system is to use a highway analogy. When driving a car, we’ve all experienced the impact of high volume; namely, the unpredictable amount of time spent waiting in traffic instead of making progress towards a destination. This situation is strikingly similar to scheduling tasks in a real-time system, or any system, for that matter. In the case of automobile traffic, the items being scheduled are cars, and the resource that they’re all sharing is road space. Comparatively, a computer system schedules tasks, and the resource they share is CPU time. (Of course, they also share memory, IO, disk access, and so on, but let’s keep it simple for now.)

In the highway analogy, the lanes represent overall computer resources, or time available to process tasks. More capable computers can be loosely described as having more lanes available, while less capable systems have fewer. A car is equivalent to a task that has been released (eligible for execution). Looking at Figure 1-8, you can see tasks “traveling” down individual lanes, making forward

![Figure 1-8](image)

As with cars on a highway, when there are more tasks executing, the system slows down, and execution times become unpredictable.
progress over time. At moments when more tasks share the highway, the entire system is considered to be busy, and usually all tasks will execute slower. This is similar to the effects that high volumes of cars have on individual car speeds; they each slow down as they share the highway. Since, in this scenario, all tasks share the resources (the highway) equally, they are all impacted in a similar, but unpredictable, way. It’s impossible to deterministically know when an individual task will be able to complete.

In the real world, engineers designing road systems have come up with a solution to this problem: a dedicated lane.

**The Highway Analogy—Adding a Priority Lane**

Figure 1-9 proposes a specialized solution to this problem: a dedicated high-priority lane (sometimes called a carpool, or HOV lane, on a real highway). We refer to it as specialized because it doesn’t help all tasks in the system (or all cars on the highway), only those that meet the requirements to enter the high-priority lane. Those tasks (or cars) receive precedence over all others, and move at a more predictable pace. Similarly, in a real-time system, dedicating system resources to high-priority tasks ensures that those tasks gain predictability, are less prone to traffic delay, and therefore complete more or less on time. Only the normal (lower-priority) tasks feel the effects of high system volume.

This analogy goes a long way towards describing, and modeling, the dynamics of a real-time system. For instance:

- Tasks in the high-priority lane gain execution precedence over other tasks.
- Tasks in the high-priority lane receive a dedicated amount of system resources to ensure they complete on time.
- When the system is busy, only normal tasks feel the impact; tasks in the high-priority lane are almost completely unaffected.

![Active tasks over time, t](image)

**Figure 1-9** Introducing a high-priority lane to a highway ensures that the cars in that lane are less susceptible to traffic, and therefore travel more predictably towards their destinations.
• Overall, the system loses throughput, as fewer lanes are available to execute tasks.
• Tasks only enter the high-priority lane at certain checkpoints.
• Some system overhead is required at the checkpoints. Just as cars need to cautiously (and slowly) enter and exit a carpool lane, tasks are slightly impacted.
• Tasks may be denied access to the high-priority lane if their entry would adversely affect the other tasks already running.

Additionally, metering lights are used at the on-ramps to many highways. These lights control the flow of additional cars (analogy: new tasks) onto the highway to ensure the cars already on the highway are impacted as little as possible. These lights are analogous to the admission control algorithm of the scheduler in real-time system.

Most importantly, this analogy shows that there’s no magic involved in supporting a real-time system; it, too, has its limits. For instance, there’s a limit to the number of high-priority tasks that can execute and meet their deadlines without causing all tasks to miss their deadlines. Also, because of the need to dedicate resources to real-time tasks, the added checkpoints for acceptance of real-time tasks, the need to more tightly control access to shared resources, and the need to perform additional task monitoring; the system as a whole will assuredly lose some performance and/or throughput. However, in a real-time system, predictability trumps throughput, which can be recovered by other, less-complicated, means.

As we explore the details of common scheduling algorithms used in actual real-time systems, you will also see that simply “adding more lanes” doesn’t always resolve the problem effectively. There are practical limits to any solution. In fact, in some cases that we’ll explore, adding processors to a computer can cause previously feasible schedules to become infeasible. Task scheduling involves many system dynamics, where the varying combination of tasks and available resources at different points in time represents a difficult problem to solve deterministically. However, it can be done. Let’s begin to explore some of the common algorithms used, and the constraints they deal with.

Real-Time Scheduling

A task by itself represents a useless body of instructions. For a task to be useful and meaningful, it must be processed, and it therefore must have scheduled execution time on a processor. The act of scheduling processor time to a task, or
thread, and assigning it a free processor is often called *dispatching*. Real-time schedulers can schedule individual tasks for execution either offline (prior to the system entering its running state) or online (while the system is in an active, running state). Regardless of when it occurs, all scheduling work is done according to a predefined algorithm, or set of rules.

**Scheduling Constraints**

Many factors, or constraints, are taken into account when scheduling real-time tasks. Because each application—and hence each task—is different, these constraints may vary from system to system. However, they all generally fall into a subset of constraints that need to be considered. The first constraint is the amount of available resources; whether they’re tasks in a computer or construction workers on a job, having what you need to complete a task is important. The second constraint is task precedence; to avoid chaos, and to ensure proper system behavior, certain tasks may need to be executed before others. The third constraint is timing; each task has its own deadline, some tasks execute longer than others, some may execute on a steady period, and others may vary between release times.

Each constraint contains many of its own factors that need to be considered further when scheduling tasks. Let’s examine these constraints in more detail now, and how they may affect task scheduling.

**Resources**

Because we speak in terms of processors, tasks, and execution times, most people think of only the CPU as the main resource to be scheduled. This isn’t always the case. For example, recalling the highway analogy above, cars represented tasks, and the road represented the processor. More realistically, in a real-time network packet switching system, tasks represent data packets, and the processor represents an available communication line. Similarly, in a real-time file system, a task is a file, and the processor is an individual disk platter/head combination. However, regardless of the actual physical work being done (sending a packet, writing a file, or executing a thread), we will refer to all of them as simply a task. Further, regardless of the actual component doing the work (a network card/communication link, a disk controller, or a CPU), we will refer to all of them as simply a processor.

It’s easy to see how the availability of critical system resources, such as the processor, is important to a scheduling algorithm. After all, to execute a thread, there must be a CPU available to execute it. However, it goes beyond just the processor; other resources, such as shared objects that require synchronization across tasks,
are to be considered. This may be something as abstract as a shared object in memory, or something more concrete such as a shared region of memory, or the system bus. Regardless, there is often a need to lock shared resources to avoid errors due to concurrent access. This effectively limits a resource to being updated atomically, by one task at a time. Since resource locking synchronizes access to a shared resource, one task may become blocked when attempting to access a resourced that is currently locked by another task.

In a real-time system, it’s important to ensure that high-priority, hard real-time tasks continue to make progress towards completion. Resource locking is commonly a problem since priority inversion can cause tasks to execute out of order. In many general-purpose operating systems, resource locking can lead to priority inversion, resulting in unbounded latency for critical tasks, and missed deadlines in a hard real-time system. For instance, in Figure 1-10, we see three tasks, T1, T2, and T3, each with decreasing priority, respectively.

In this scenario, task T3 is released shortly after the system starts. Although it’s the lowest-priority task in the system, it begins execution immediately because no other tasks have been released. Early in its execution, it acquires a lock on resource R1. At about time $t + 1.5$, task T1 is released and preempts the lower-priority task, T3. At time $t + 3$, task T2 is released but cannot execute because task T1 is still executing. At some point after $t + 3$, task T1 attempts to acquire a lock on R1, but blocks because it’s already locked. Because of this, T2 gains execution precedence over T1 even though it has a lower priority. When T2 completes, T3 continues again until it releases R1, at which point T1 is finally able to resume.

**Figure 1-10** Resource locking can lead to priority inversion. In a real-time system, this scenario must be controlled, or avoided.
In a general-purpose computer system, this may be a common and acceptable situation. In a real-time system, however, this violates the principal of task priority execution, and must be avoided. The time frame from shortly after \( t + 3 \), to shortly after \( t + 5 \), represents unbounded latency that adds an unknown amount of delay to the critical task, \( T_1 \). As a result, real-time systems must implement some form of priority inversion control, such as priority inheritance, to maintain forward progress of critical tasks. This will be discussed later in the chapter; for now, let’s continue our discussion on scheduling constraints.

**Precedence**

In many systems, real-time systems included, tasks cannot be scheduled in arbitrary order. There is often a precedence of events that govern which threads must be scheduled first. Typically, the threads themselves imply the ordering through resource sharing, or some form of communication, such as a locking mechanism. One example is a system where a task \( T_1 \) must wait for another task \( T_2 \) to release a lock on an object before it can begin execution. This act of task synchronization must be performed at the OS kernel level so as to notify the scheduler of the task precedence that exists.

In the example above the scheduler will block task \( T_1 \), and will allow task \( T_2 \) to execute. When task \( T_2 \) completes its processing and releases its lock on the synchronized object that the two tasks share, the scheduler can dispatch task \( T_1 \). The task precedence dictated by the synchronization in this example must be obeyed even if there are other processors in the system that are ready to execute waiting tasks. Therefore, in this example, regardless of the number of available processors, task \( T_1 \) will always wait for task \( T_2 \) to complete and hence release task \( T_1 \) to begin.

Notation: \( T_2 < T_1 \), or \( T_2 \rightarrow T_1 \) for immediate task precedence

Task precedence can get complex, as a system with multiple tasks (each with its own dependencies) must be scheduled according to the precedence rules. Real-time system designers must understand task precedence fully before a system begins execution to ensure that real-time deadlines can be met. To do this, precedence relationships can be predetermined and represented by a graph, such as the one shown in Figure 1-11.

In this diagram, each node on the graph represents a task. The nodes at the top must execute and complete first before threads below them can execute. These rules are repeated at each level of the graph. For instance, the scheduler for the tasks represented in Figure 1-11 will begin by dispatching task \( T_2 \) to execute first. Once \( T_2 \) is complete, task \( T_1 \) will execute, while tasks \( T_3 \) and \( T_4 \) are blocked.
Once $T1$ completes, tasks $T3$ and $T4$ will be eligible to be dispatched. If there is more than one processor ready, both tasks $T3$ and $T4$ can be scheduled to run simultaneously—this graph does not indicate precedence between them.

**Timing**

Real-time tasks are labeled as such because they have time-related constraints, usually to do with a deadline for processing. As a result, schedulers are concerned with many time-related parameters to ensure that a task can complete on or before its deadline. For instance, schedulers need to consider the following, per task:

- **Deadline**: of course, understanding the task’s deadline (relative or absolute) and its value is critical to determining if it can be scheduled feasibly.
- **Period**: many real-time tasks need to execute at regular time intervals. Others do not, and instead respond to events as they happen. The scheduler must distinguish each task’s type (periodic, aperiodic, and sporadic), along with the timing characteristics that might apply. We’ll discuss periodic tasks in the next section.
- **Release Time**: important information when scheduling periodic tasks, to determine if a set of tasks can be scheduled feasibly.
- **The Variation in Releases Times**: tasks vary slightly from period to period as to when they will actually be eligible for execution.
- **Start Time**: some tasks will not be able to execute as soon as they are released (due to locks, higher-priority tasks running, and so on).
- **Execution Time**: task cost functions need to know the best- and worst-case execution times for a task.

---

**Figure 1-11** A directed acyclic graph helps to summarize task dependencies in a system.
Other parameters are calculated as a result of scheduling a given set of tasks, such as:

**Lateness**: the difference between a task’s actual completion time, and its deadline.

**Tardiness**: the amount of time a task executes after its deadline. This is not always equal to the lateness value, as a task may have been preempted by another task, which caused it to miss its deadline.

**Laxity**: the amount of time after its release time that a task can be delayed without missing its deadline.

**Slack Time**: same as laxity (above). However, this term is sometimes used to describe the amount of time a task can be preempted during its execution and still meet its deadline.

### Scheduling Algorithms

The three constraint sets above are directly used in scheduling algorithms to determine a feasible schedule for a set of real-time tasks. Feeding into the algorithm as parameters are the set of tasks, \( T \), to be scheduled; the set of processors, \( P \), available to execute them; and the set of resources, \( R \), available for all tasks in the system.

Scheduling algorithms differ in their criterion in determining when, and for how long, a task can execute on a processor. Real-time scheduling algorithms exist to ensure that regardless of system load—or the amount of threads eligible to be dispatched—the time-critical tasks of the system get ample processing time, at the right time, to meet their deadlines. Let’s examine some of the high-level characteristics of real-time schedulers.

**Preemptive Versus Non-Preemptive Scheduling**

To understand scheduling algorithms, we need to agree upon some basic concepts. For instance, most operating systems allow a task to be assigned a priority. Higher-priority tasks, when ready to execute, will be given precedence over lower-priority tasks. An algorithm is said to be preemptive if a running task can be interrupted by another, higher priority task. However, there are scheduling algorithms in the real-time world that are non-preemptive [Liu00]. In this case, once a thread executes, it continues to do so until it completes its task.

Some algorithms allow a mixture of preemptive and non-preemptive tasks with classes of thread priorities, and specific support for real-time tasks. On a
multi-processor system, this hybrid approach works well, since relatively long-running non-preemptive tasks do not prevent the system from performing other tasks, as long as there are more processors available than real-time tasks. The advantage to the real-time programmer is increased control over system behavior, which results in a more deterministic system overall.

**Context Switching**

In addition to the added determinism it provides, another reason to choose a non-preemptive scheduler is to avoid unforeseen *context switches*, which occur when one thread preempts another thread that’s already running. The operating system must expend processor time executing code that saves the state of the already running thread, and then resets internal data structures and processor registers to begin execution of the preemption thread so that it can begin execution. This entire preemption process is summarized as *dispatching*, as mentioned earlier in this chapter. The time it takes a particular system to perform this preemption task is called *dispatch latency*, and can interfere with a system’s ability to respond to an event by its deadline.

As a system becomes increasingly busy, with more threads competing for processing time, a considerable percentage of time can be spent dispatching threads, resulting in an additive effect in terms of dispatch latency. A system that spends more time dispatching threads than actually performing real work is said to be thrashing. Real-time systems must guarantee that even under high system load, thrashing due to context switches will not occur, or that it at least won’t interfere with the high-priority threads performing real-time processing in the system. OS kernels with hybrid preemption/non-preemption support are useful in these cases, allowing real-time processing to be guaranteed on a general-purpose system.

**Dynamic and Static Scheduling**

One way to control context switching while still allowing preemption is through *static scheduling*. For instance, in a *dynamically scheduled* system, tasks are dispatched on the fly as the system is running, based upon parameters that may change over time (such as task priority). All decisions as to which task to schedule at each point in time are made while the system is running, and are based on the system state at certain checkpoints. This is a common scheduling algorithm used in many popular operating systems.

With static scheduling, however, the execution eligibility of a task never changes once it’s assigned. The important scheduling parameters for each task, such as the priority, are determined when those tasks first enter the system based upon the
state of the system and its current set of tasks. For instance, a static scheduling algorithm may assign a priority to a new task based on its period (defined below) relative to the periods of the other tasks in the system. In this way, a static scheduling algorithm can be used either offline or online (while the system is running).

**Task Migration**

Another important parameter to real-time task scheduling is the ability of a task to be executed by different processors in a multiprocessor system. For instance, in some systems, once a task begins execution on a particular processor, it cannot migrate to another processor even if it’s preempted, and another processor is idle. In this type of system, task migration is not allowed.

However, many systems do allow tasks to migrate between available processors as tasks are preempted, and different processors become available. This type of system supports *dynamic task migration*, as there are no restrictions placed on tasks in relation to processors. Of course, there are systems that fall in between, which support *restricted task migration*. One example is a system with many processors, where certain tasks are restricted to a subset of total processors within the system. The remaining processors may be dedicated to a task, or small set of tasks, for example. Another example might be that on multiprocessor/multi-board systems, the OS might limit task migration to CPUs on the same board to take advantage of locality of reference.

An example of a common real-time operating system that supports restricted task migration is Solaris. Solaris allows you to define individual processor sets, assign physical processors (or processor cores) to the defined sets, and then dedicate a processor set to a particular application. That processor set will then execute only the threads (tasks) within that application, and no others. The tasks will be able to migrate across the physical processors within the set, but not the others.

**Periodic, Aperiodic, and Sporadic Tasks**

Earlier in this chapter, we discussed relative and absolute deadlines, and compared the differences using some examples. A task that is released at a regular time interval is often called a *periodic* task. An aperiodic task has no known period; external events are generated asynchronously at unknown, often random, time intervals. To be precise, with an aperiodic task, the time interval between releases varies, but is always greater than or equal to zero:

For aperiodic task, $t_i$:

\[
\forall i \in N, \ (r_{i+1} - r_i) \geq 0
\]
In comparison, for a periodic task, the length of the time interval between any two adjacent releases is always constant:

**For periodic task, \( t_i \):** \( \forall i \in \mathbb{N}, (r_{i+1} - r_i) = C \)

Whether a thread is periodic or aperiodic can make a difference to the scheduler, as one is to do work on a known time interval, and the other is released when an event notification arrives—such as a network message—at unknown points in time. It’s obvious that if all threads in a system were periodic, it would be easier to work out a schedule than if all threads were aperiodic.

A system with multiple aperiodic threads must be carefully planned and measured as unforeseen events, and combinations of events, can occur at any time. This situation may seem orthogonal to the real-time requirement of predictability, but with careful consideration of thread priorities, it’s mathematically possible to schedule such a system. Later in this chapter, we’ll examine how the most common scheduling algorithms handle aperiodic tasks through what’s called a *sporadic server*.

A common example of a sporadic task in a hard real-time system is the autopilot control in an airplane’s flight control system. The human pilot may switch the autopilot on, and subsequently off, at specific points in time during a flight. It’s impossible to determine precisely when these points in time may occur, but when they do, the system must respond within a deadline. It would certainly be considered an error condition if, when the pilot switched off the autopilot, that the system took an unduly large amount of time to give the human pilot control of the aircraft.

A sporadic task is one where the length of the time interval between two adjacent releases is always greater than or equal to a constant (which itself is non-zero):

**For sporadic task, \( t_i \):** \( \forall i \in \mathbb{N}, (r_{i+1} - r_i) \geq K \)

### Execution Cost Functions

When scheduling real-time tasks, it’s necessary to have a mathematical basis upon which to make scheduling decisions. To do this, we need to take into account the following calculations of task execution cost:

**Total completion time, \( t_c \):** \( max(f_i) - min(a_i) \)

This cost function calculates the overall completion time for a set of tasks by subtracting the time the last task finished from the time the first task started; note that these can be different tasks.
Late task, \( \text{late}(t_i) = \begin{cases} 
& \text{if } d_i > 0 \text{ and } f_i > d_i \text{ then 1 else 0} \\
& \text{if } D_i > 0 \text{ and } C_i > D_i \text{ then 1 else 0} 
\end{cases} \)

This function returns the value 1, indicating true, if the task’s finish time exceeds its absolute deadline, or if the task’s completion time exceeds its relative deadline, depending upon the type of deadline the task has.

Number of late tasks, \( N_{\text{late}} = \sum_{i=1}^{n} \text{late}(t_i) \)

This function calculates the total number of tasks that miss their deadline in a given real-time system with \( n \) tasks. Note: To simplify the equations and the discussion going forward, let’s define a task’s deadline, \( d_i \), where \( d_i \) equals its absolute deadline \( d_i \) when a task has an absolute deadline, or \( d_i = a_i + D_i \) when a task has a relative deadline.

Maximum lateness, \( L_{\text{max}} = \text{max}(f_i - d_i) \): this function calculates the task with the maximum lateness (missed its deadline by the greatest amount of time) using \( d_i \) as we’ve just defined it. Note that this value can be negative (when all tasks finish before their deadlines), or positive.

Average response time, \( R_{\text{avg}} = \frac{1}{n} \left( \sum_{i=1}^{n} C_i \right) \)

This function calculates the average response time for a given real-time system by dividing the sum of all task completion times by the total number of tasks in the system.

**Classification of Real-Time Schedulers**

Let’s look now at the common types of schedulers used in real-time systems. We’ve already explored some features of scheduling algorithms in general, such as preemption, static and dynamic scheduling, and support for aperiodic and periodic tasks. Real-time systems go further in breaking down task scheduling.

For instance, real-time schedulers can be broken down into two overall categories:

**Guarantee-Based:** these algorithms are often static, often non-preemptive, and rigid to ensure that all tasks can complete their work by their given deadline. In dynamic systems, conservative measurements are typically used to ensure that the arrival of new tasks will not cause any existing tasks to miss
their deadlines as a result. Often, these algorithms will err on the side of not allowing a new task to start if there is a chance it can disrupt the system. This is done to avoid a domino effect, where the introduction of a new task causes all existing tasks to miss their deadlines. This pessimistic approach can sometimes mean that tasks may be blocked from starting that would not have caused a problem in reality.

**Best-Effort Based:** these algorithms are dynamic, more optimistic, and less conservative, when it comes to new task arrival. These schedulers are typically used in systems with soft real-time constraints, such that a missed deadline due to new task arrival is generally tolerable. They are classified a “best-effort” because these schedulers almost always allow new tasks into the system, and will do their best to ensure that all tasks complete their processing on or close to their deadlines. This results in a very responsive, efficient, real-time system that is best suited for soft real-time tasks where hard guarantees are not needed.

Within both classifications, the different algorithms must be one of the following to be considered as real-time:

**Feasible:** sometimes called an heuristic algorithm, this scheduler searches for a feasible schedule whereby all tasks complete their work at or before their respective deadlines. A feasible schedule still guarantees the real-time behavior of the system. A schedule is deemed infeasible if one or more tasks within a real-time system miss a deadline.

**Optimal:** an optimal scheduling algorithm is one that will always find a feasible schedule (all tasks complete on or before their deadlines) if one exists. An optimal algorithm may not always produce the best schedule, but it will always produce a schedule that meets every task’s deadline if one is possible.

To achieve a feasible schedule for tasks in a hard real-time system, there are three common approaches often used. These are:

**Clock-Driven:** sometimes called time-driven, this approach schedules task execution based on known time qualities of each task in the system before the system starts. Typically, all decisions are made offline, and scheduling activities are performed during well-known points in time while the system is running. The result is a guaranteed real-time schedule with predictable execution, where the scheduler operates with very little overhead. The time-based quality(s) used to make scheduling decisions vary among the different clock-driven algorithms often used.
Weighted Round-Robin: similar to round-robin schedulers used in time-sharing systems, this approach applies a different weight value to each task in the system based upon some criterion. Tasks with higher weight are given more execution time, or higher priority, resulting in their ability to complete their work sooner. This approach is only suitable in certain types of systems (such as those with very little interdependency amongst the individual tasks in the system).

Priority-Driven: sometimes called event-driven, scheduling decisions are made when important system events occur (such as the release of a task, the availability of a resource, an IO event, and so on) with the intent to keep resources as busy as possible. With this approach, tasks are given a priority, placed in priority-ordered queues when released, and are then dispatched at the earliest point in time that a processor is free. No task is unduly delayed when an idle processor exists (a trait that can be a liability in some cases). Algorithms within this scheduling class are further sub-classed as fixed-priority (where task priorities and execution orders remain constant during system execution), and dynamic-priority (where tasks’ priorities can change, and all scheduling is done online while the system is running).

There are many different real-time scheduling algorithms in existence, each of which works best with certain types of systems. For instance, some schedulers analyze tasks offline, before the system begins to execute. This type of system requires all tasks be known before execution, and that no new tasks be introduced while the system is in a time-critical mode.

Other schedulers work while a system is online, and must contain additional logic to ensure that as new tasks enter the system, a new feasible schedule can be generated. In either offline or online scenarios, some schedulers work only with fixed-priority tasks, while others allow tasks’ priorities to change while the system is running.

The dynamic-priority, online schedulers tend to be the most complex and least predictable, while static-priority schedulers tend to be best for hard real-time systems. Let’s look at some common algorithms that fall into these categories, and examine their characteristics:

First-Come-First-Served (FIFO): sometimes referred to as a first-in-first-out (FIFO) schedule, this is a dynamic-priority algorithm that schedules tasks based on their release times (execution eligibility).

Earliest-Deadline-First Scheduler (EDF): in this dynamic preemptive scheduler, at any instant the executing task is the task with the closest deadline.

Shortest-Execution-Time-First Scheduler (SETF): in this non-preemptive scheduler, the task with the smallest execution time is scheduled first.
**Least-Slack-Time Scheduler (LST):** tasks are given higher priority based on their slack time. In this dynamic-priority algorithm, task slack time is calculated as the task’s deadline minus the current point in time minus the time required to complete processing. The task with the smallest slack time is given highest priority. Slack times—and hence priorities—are recalculated at certain points in time, and tasks are subsequently rescheduled.

**Latest-Release Time-First Scheduler (LRT):** sometimes called reverse-EDF, tasks are scheduled backward, in the sense that release times are treated as deadlines, and deadlines are treated as release times. The scheduler works backwards in time and assigns tasks to processors based on their deadlines, working back to the start of execution. Think of it as reading from right to left. This scheduler performs all scheduling offline, before the system begins to execute.

**Rate-Monotonic Scheduler (RM):** the inverse of a task’s period is called its rate. Used in systems with periodic tasks and static priorities, this fixed-priority preemptive algorithm assigns higher priorities to tasks with shorter periods (higher rates).

**Deadline-Monotonic Scheduler (DM):** in this static, fixed-priority preemptive scheduler, the task with the shortest relative deadline is scheduled first. In a real-time system, when each task’s relative deadline equals its period, the RM and DM schedulers generate the same schedule.

In some systems, such as those that run both real-time and general-purpose applications together, a scheduling algorithm is used in conjunction with a partitioning scheme to achieve optimal system behavior. With this approach, tasks are partitioned, or grouped, based upon certain criteria. The partitioning scheme can be either fixed, or adaptive:

**Fixed-Partition Scheduling:** this is a dynamic, preemptive, scheduler that assigns time budgets, in terms of total processing time allowed, to different groups of tasks called partitions. Each partition, as a whole, is bounded not to exceed its total budget of processor time (i.e., 10% of the CPU).

**Adaptive-Partition Scheduling:** this is a dynamic, preemptive, scheduler where a percentage of the processor time (and sometimes system resources) are reserved for a particular group of tasks (partition). When the system reaches 100% utilization, hard limits are imposed on the non-real-time partition in order to meet the needs of the real-time tasks. When the system is less than 100% utilized, however, active partitions will be allowed to borrow from the budget reserved for other, non-active, partitions.
The intent of the Java Real-Time System is to hide this complexity from you. However, to truly appreciate its implementation, and to understand why your Java applications behave as they do within it, you should at least have a cursory understanding of the theory behind its implementation.

Both the RTSJ and Sun’s Java RTS are meant to provide real-time behavior to Java applications even on general-purpose hardware with a real-time OS. However, this is a deviation from what has been classically accepted as a real-time system. In the past, you had to write code in a language designed for real-time applications and use dedicated, special-purpose hardware to run them on. Again, to gain a true appreciation of the real-time space, and the problems that Java RTS had to overcome, let’s take a brief look at some common real-time languages and operating systems.

**Multi-Core Processors and Scheduling**

For the most part, modern operating systems treat individual processor cores as individual processors themselves. This is an accurate representation, as each core *is* a complete processor in its own right, capable of acting like an independent processor—albeit sometimes with a shared on-chip cache. Therefore, it’s not required for the OS to treat individual cores any differently than individual processors.

However, some OS kernels do take special care in scheduling threads on separate cores as opposed to separate physical processors. Solaris 10, for instance, will schedule eligible threads to distribute them across physical processors first, then across the cores of individual processors [McDougall07]. For instance, on a system with two dual-core processors, Solaris will dispatch the first thread on core 1 of processor 1, and the second thread on core 1 of processor 2 (see Figure 1-12).

![Figure 1-12](image)

The Solaris kernel attempts to balance threads across CPUs to help with heat dissipation.

*continued*
Real-Time Operating Systems

To meet the needs of the most demanding real-time systems, specialized operating systems are available. Besides having the required features to support predictable task execution for time-critical applications, the real-time OS will also have its own real-time constraints. For example, core scheduling and other OS-specific functionality must behave in predictable, measurable, ways, with high efficiency and low latency. In other words, the OS and its scheduling activities must never contribute to unbounded task latency, or be unpredictable in any sense.

A real-time OS has thread schedulers built-in that support real-time systems. Most often, these operating systems allow programmers to control the computer hardware at the lowest level, including processor interrupts, physical memory access, and low-level input/output (I/O) processing. This is done so that the real-time application developer can remove as much of the non-deterministic behavior and end-to-end latency found in general-purpose operating systems.
Many real-time operating systems target embedded systems with dedicated functionality and limited hardware resources. This means that these systems are not meant to be general-purpose systems, and using a real-time OS proves to be a valuable tool in these cases. However, as mentioned before in this chapter, with the continuing advances in hardware capabilities at lower cost, the need for specialized hardware and operating systems has diminished significantly. A dedicated real-time OS comes at a high cost relative to the general-purpose operating systems available today. Many argue that the state of the industry has reached a point that this extra cost is no longer justified. However, recall that while adding additional, more powerful, hardware can help improve raw performance and throughput, it almost never makes an unpredictable system behave predictably.

Regardless, there are instances, such as with embedded systems, where a real-time OS continues to be the only option. While this book does not go into detail regarding real-time operating systems, it’s important to know that they do exist and serve a specialized purpose. Real-time applications typically require the same set of services from the OS—such as disk IO, networking support, a file system, user IO, and so on—as general purpose applications do. However, the real-time application requires its OS to make guarantees that are both measurable and predictable.

RT-POSIX Operating System Extensions

With the intent to unify the real-time application and OS space, the Real-Time Portable Operating System based-on Unix (RT-POSIX 1003.1b) standard was created. POSIX is a standard that has been very successful and widely adopted in a wide-range of OS implementations, for both mission-critical and general-purpose computing. RT-POSIX defines an extension to it that addresses the needs of hard and soft real-time systems.

The standard defines a minimum set of features that a compliant OS must implement. Additional features can be implemented, provided that they do not conflict with or hereby negate the required features. For example, RT-POSIX-compliant operating systems must have the following traits:

*Preemption*: true task preemption must be supported using task priority rules that are strictly obeyed.

*Priority Inversion Control*: although it cannot guard well against deadlocks, priority inheritance ensures that lower-priority threads will never be able to block higher-priority threads due to classic priority inversion.

*Periodic, Aperiodic, and Sporadic Threads*: the POSIX standard requires only processes be implemented. For real-time applications, threads of different
priority may need to run to perform a task. For this reason, the RT-POSIX stan-
dard requires the OS be able to schedule tasks down to the thread level, and that
applications be able to create and destroy those threads. Underlying OS threads
must be able to support the various types of task release events common to
real-time applications. For instance, a thread should be able to specify its period
and then rely on the OS to wake it up at precise time boundaries that match that
period. Simply performing a call to “sleep” from within the task’s code (as is
done in a non-real-time OS) is not sufficient.

**High-Resolution Timers:** such timers should be made available to real-time
applications, as well as the real-time OS itself so that it can dispatch threads
with as little latency and jitter as possible. For example, an OS scheduler with a
10-millisecond tick size will, at best, experience up to 10 milliseconds latency
during thread dispatch processing. In general, the larger the tick count, the
higher the max latency and jitter values will grow. Both are qualities to be
avoided in real-time systems. The RT-POSIX standard states that up to 32 timers
per process must be supported, and that timer overruns (when a timer goes
beyond its chosen duration) be recorded.

**Schedulers:** the kernel needs to support both deadline-monotonic and rate-
monotonic deadline scheduling in order to support the common real-time
scheduling algorithms such as weighted round-robin, fixed-priority, and
earliest-deadline-first scheduling. The type of scheduler used can be defined
down to the thread level, where two threads of the same process may be sched-
uled differently.

**Scheduled Interrupt Handling:** the ability to create a preemptable task that
processes low level device interrupts. This is sometimes called a software inter-
rupt. In contrast, a general-purpose OS typically handles these events com-
pletely itself, making the data or status available through some other means.

**Synchronous and Asynchronous IO:** synchronous IO operations provide real-
time tasks more control over IO-related tasks, such as file and network opera-
tions. Asynchronous IO allows the system to progress task execution while IO
is occurring, or waiting to occur. For instance, a task that reads a network packet
can process the packet’s payload even while it waits for the next packet to
arrive.

**Inter-Task Communication:** to facilitate predictable, low-latency, communi-
cation between tasks, queues should be provided at the OS level. This also
ensures fast, consistent, and measurable performance, with support for mes-
sage prioritization. These queues are sometimes made available to tasks both
local to the system, and remote. Regardless, message delivery must be priori-
tized, and at least eight prioritized signals are supported per process.
**Priority Inheritance**: to guard against deadline misses due to priority inversion (where a lower-priority task’s priority is raised above that of a higher-priority task) priority inheritance needs to be implemented at the kernel level, or at least emulated.

**Resource Quotas**: the ability to monitor and control the usage of system resources such as memory and processor time to ensure the system behaves in a predictable way even when under heavy load.

**Memory Sharing**: shared memory (between processes) and memory-mapped files must be supported.

**Memory Locking**: applications must be able to control the memory residency of their code sections through functions that will either lock all of its code, or only the portions specified.

**Real-Time File System**: file systems that ensure files are made up of contiguous disk blocks, pre-allocate files of fixed size to be used on-demand while the system is running, and offer sequential access, provide the most predictable behavior and timing characteristics.

**Synchronization**: OS primitives that support efficient resource sharing between tasks with priority inheritance, and ceiling priority (both of which are protocols to control or avoid thread priority inversion).

---

**Further Reading**

Much of the information for this chapter was gathered from papers and texts on the subject of real-time systems and scheduling theory. For readers who are interested, below is a list of reading material that will help build a complete foundation for real-time theory and practice:
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JSR. See Java Specification Request (JSR)
jstack() post-processing code (code listing), 365
just-in-time (JIT)
 compilation, 38, 96–97, 126, 139–141
 Java deficiencies and, 39
 jitter and, 123
 print compilation, 128
K
kernels
 kernel modules (Solaris), 102, 103–104
 Linux and, 101
 preemptible kernels and Solaris 10, 98
 Solaris 10 RT capabilities and, 98
 keywords, synchronized keyword, 203
L
LandingGear class (code listing), 278
last-scanned pointers (RTGC), 299
late task, late(t) function, 27
latency
 bounded latency and RTSJ, 79
defined, 48
handshake safepoints and, 61
identifying, 8, 9
importance in GC, 40
lateness (L), defined, 7, 23
Latest-Release Time-First Scheduler (LRT), 30
Laxity-Time First Scheduler (LST), 30
Least-Slack-Time Scheduler (LST), 30
LevelFlight class, 274, 277
L_i (lateness), defined, 7
limit buy orders, 330
limit orders, 318
limit sell orders, 330
Linux
    installing Java RTS on, 106–107
    processor cpusets, 122–123
    real time and, 100–102
    rt-linux package, 100–102
Listener class, using Runnable as handler
    and, 247–248
listeners, adding to AEH example, 244
lock signaling (aperiodic RTT), 183–184
locking
    adaptive (Linux), 101
    lock contention, 163, 304, 375
log files (TSV)
    format of, 354–357
    generating, 365
    working with, 357–361
logfilt command, 357, 358–359
LogJitterProneEvents, 126–128
LowPriority class, 205, 207
low-priority threads, Henriksson’s GC and, 75
LRT schedulers, 30
LST schedulers, 30
LTMemory scoped memory region, 192
LTPhysicalMemory class, 87, 91, 202
LTPhysicalMemory scoped memory region, 193

M
main application loop for trade notifications
    (code listing), 339
main class (trading system) for Java RTS
    (code listing), 334
main method, 168
major collection, 51
mark phase. See concurrent marking
marked lists (threads), 293
market orders, defined, 318
MarketManager class
    basic functions of, 320
    Java RTS no-heap version of equities trading system, 344–346
Java RTS version of equities trading system, 334
Java SE version of equities trading system, 322, 323–326
for NHRT application (code listing), 344–345
MarketUpdater.run method, 346
marking stages, 63–64
maximum lateness, $L_{max}$ function, 27
McCarthy, John, 41
MedPriority class, 205
memory
    area, specifying (AEH), 254–258
    area types, 377–378
    critical reserved memory (Java RTS), 118–120
    fragmentation and, 46
    free, start of RTGC and, 307
    free memory, start of RTGC and, 306
    GC and, 40–41, 45–46
    immortal memory (RTSJ), 86
    leaks, eliminating (NHRT), 170–171
    locking, RT-POSIX and, 35
    MemoryAccessError error, 167
    MemoryArea, 90, 241
    MemoryArea abstract base class, 84
    MemoryParameters, 90, 241
    memory-related RTGC command-line options, 135–137
    physical memory access, 91–92
    physical memory (RTSJ), 82, 87, 91–92
    pinning (Linux), 101
    POSIX IPC and (Linux), 101
    probes, 373, 376–378
    raw memory, 91–92
    region errors, 189
    RTGC statistics and, 130
    scoped memory. See scoped memory sharing, RT-POSIX and, 35
    startup memory threshold, 111, 291
    thresholds, and thread priorities, 111
memory allocation
    garbage collection in HotSpot and, 57–60
    Henriksson’s GC and, 73–74
    RTGC, 302–305
memory management
  automatic. See garbage collection
  RTSJ, 82, 84–87
memory models, 185–202
  memory access rules, 190–191
  memory region errors, 189
  MemoryArea class basics, 185–186
  MemoryArea class constructors, 186–189
  physical memory, 202
  scoped memory. See scoped memory
  ScopedMemory, and a Runnable, 187–188
  ScopedMemory, using, 187
  ScopedMemory and inner classes, 188–189
methods
  AperiodicParameters class, 157
  InterruptibleLandingTask base class, 276
  minimum interarrival time values and, 158–159
  MonitorControl class, 203, 204
  PeriodicTimer class, 259, 263
  public, in MarketManager class, 325, 326
  scope stacks and, 193
  WaitFreeReadQueue class, 214
  WaitFreeWriteQueue class, 210
MinFreeBytes, 118
  minimum interarrival time (MIT) value, 158
  minimum periodic timer interval, 263
  MIT value, 158
  MITViolationException, 158
  Modified Listener class (code listing), 247
  Modified Main Method (code listing), 247–248
  MonitorControl abstract base class, 87
  MonitorControl class methods, 204
  moving, GC and, 45–46
  multi-core processors, scheduling and, 31–32
  multi-scoped object patterns, 197–200
mutator threads
  defined, 41
  RTGC, 292, 293, 296

N
National Institute of Standards and
  Technology (NIST), 78, 81
Netbeans plugin
  JRTS platforms, creating, 349–351
  remote debugging with, 348–349
  Solaris 10 and real-time Linux and, 348
NHRT. See NoHeapRealtimeThreads
  (NHRT)
NHRT application, for the MarketManager
class (code listing), 344–345
NHRT OrderManager run method (code
  listing), 342–343
NIST (National Institute of Standards and
  Technology), 78, 81
noheap Flag (code listing), 254–255
no-heap OrderManager class (code listing),
  340–342
NoHeapHelper, 171–177, 257
NoHeapRealtimeThreads (NHRT), 166–177
  constructors, 167
  creating, 168–169
  equities trading system and, 317, 336
  limitations of, 209
  memory area data transfer and, 93
  memory leaks, eliminating, 170–171
  NoHeapHelper, 171–177
  scheduling and, 83
  simple, creation of, 167–168
  WaitFreeReadQueue class and, 214
non-preemptive vs. preemptive scheduling,
  23–24
normal mode, tuning (RTGC), 112–114
NormalMinFreeBytes, 112–113, 116
null value, RTGC and, 294
number of late tasks, $N_{late}$ function, 27

O
objects
  free in place objects, defined, 300
  object marking, tri-color, 44, 71, 291
  object reference counts, 93
  object splitting, 304–305
INDEX

old generation
CMS and, 55, 56
Java objects, 49, 52
parallel-compacting collectors and, 54, 55
one-shot timers, 239, 259–262
onMessage method, 325, 326
operating systems. See also specific operating systems
general-purpose, 15–16
multi-core processors and scheduling, 31–32
real time, 32–33
support for Java RTS, 97–98
optimal algorithm, 28
optimization, Java RTS options, 142
order book (equities trading), 321–322, 328
OrderEntry class (code listing), 328
OrderManager class
basic functions of, 320–321
Java RTS no-heap version of equities trading system, 340–344
Java RTS version of equities trading system, 334
Java SE version of equities trading system, 322, 326–333
OrderManager thread, 328
OrderManager.run method (code listing), 329–330
OrderManager.run method, real time (code listing), 335
orders (limit and stop), 318
outer scopes, 194
overload conditions
ImportanceParameters and, 150
missing deadlines and, 179

P
parallel compact phase (GC), 55
parallel GC, defined, 41
parallel marking, 54, 297–300
parallel scavenging collectors (Hotspot), 53–55
parallelization of GC threads, 65
parameters. See also ReleaseParameters
AEH, 89
Java RTS development and, 348
SchedulingParameters class, 148–151
for splitting TSV log files, 359
pause time, defined, 48
periodic tasks, 25–26
periodic threads, 33–34, 177–179
periodic timers, 239, 262–267
PeriodicParameters class
creating periodic real-time threads and, 177
missing deadlines and, 181
PeriodicParameters object, 154–156
periodicity, defined (RT thread class), 160
permanent generation, Java objects, 49
phases (GC), 53–56, 62–63
physical memory (RTSJ), 87, 91–92, 202
PID, Handling in DTrace Scripts (code listing), 374
pointers
dangling, 190
pointer access, 75
pointer assignments, 75
pointer indirection, 71–73
poisoning, safepoints and, 60
policies. See RTGC policies
portal objects, 200–201
POSIX events, handling, 252–254
POSIX IPC, Linux and, 101
predictability, 7, 78
preemption, RT-POSIX and, 33
preemptive vs. non-preemptive scheduling, 23–24
preload classes (Java RTS), 125
precedence, scheduling and, 21–22
primordial scope, 194
PrintCompilation, 128–130
priorities
fine-grained prioritization, Linux and, 101
priority-based dispatching, defined, 159
priority-driven schedulers, 29
RTT, 162–164
prioritization, fine-grained (Linux), 101
priority inheritance
  Linux and, 100
  RT-POSIX and, 35
  Solaris 10 RT capabilities and, 99
  synchronization and, 208–209
priority inversion control
  MonitorControl class and, 204
  RT-POSIX and, 33
  synchronization and, 205–207
PriorityHandler listener class, 311
PriorityParameters class, 148, 149
PriorityScheduler object, 147–148
privileges, Java RTS on Solaris, 104–106
probes. See jrt DTrace probes
process binding, Linux and, 101
ProcessingGroupParameters, 90, 241
processors
  processor bindings, 120–123
  Solaris 10 RT capabilities and, 98
profiles, RTSJ core requirements and, 79
projects, creating (Java RTS), 348, 350–351
promptness, defined, 48

Q
QConsumer thread, 217–218
QProducer thread, 217–218
queuedTradeStatsPool, 340
queuePerfStatsPool, 340
queues
  dispatch queues, 99
  equities trading system and, 340
  wait-free queue classes, 88
WaitFreeReadQueue class, 214–221
WaitFreeWriteQueue class, 210–213

R
Rate-Monotonic Scheduler (RM), 30
raw memory, 91–92
read barrier (pointer indirection), 71–73
real-time basics
  hard and soft real time, 10–11
  isochronal real time, 11
  jitter, 8–10
  latency, 8
predictability and determinism, 7–8
qualities of real-time systems, 3–7
real-time computing, 15–18
real-time programming, defined, xiv, xv
real-time scheduling. See real-time
  scheduling
real-time vs. real fast, 12
real-time vs. throughput, 12–13
task completion value, 13–15
real-time file systems, RT-POSIX and, 35
real-time garbage collection. See also GC
  algorithms
tuning. See RTGC and determinism (Java
  RTS)
real-time garbage collector (RTGC),
  289–313
basics, 289
memory allocation, 302–305
policies. See RTGC policies
probes for, 373–374, 384–386
theory of. See RTGC theory
Real-Time Portable Operating System
  based-on Unix (RT-POSIX
  1003.1b) standard, 33–35
real-time scheduling, 18–35
algorithms. See algorithms, scheduling
  constraints, 19–23
  dispatching, 18–19
real-time operating systems, 32–33
RT-POSIX operating system extensions,
  33–34
RTSJ, 83
Solaris 10 RT capabilities and, 98
Real-Time Specification for Java (RTSJ),
  77–94
AEH, 88–90
ATC, 90–91
basics, 77, xiv–xv
clocks and timers. See clocks and timers
  core requirements, 79–80
  enhancements, 81–82
  foundation for, 78–81
  future of, 92–94
  guiding principals, 78
  memory management, 84–87
optional facilities, 92
physical memory access, 91–92
resource sharing, 87–88
RTSJ version 1.1., 92–93
scheduling, 83
RealtimeThread (RTT) class, 160–166. See also NoHeapRealtimeThreads (NHRT)
aperiodic threads, 182–185
classes that extend, 205
constructors, 160–161
deadline-miss handlers, 179–182
equities trading system and, 333, 344
implementation, hiding, 164–165
improved aperiodic processing and, 93
Linux and, 101
periodic threads, creating and, 177
periodic threads, implementing, 177–179
priorities, 162–164
RealtimeThread and Runnable, using, 165–166
simple RealtimeThread, 161
Solaris 10 RT capabilities and, 99
trading system and, 317
RealtimeThread.interrupt, 286
RealtimeThread.run method, 276
Red Hat Enterprise Messaging/Real-Time/Grid, 97
reference counting, 86
relative deadlines ($D$), 4
RelativeTime class, 226, 227–228
release method, 93
release time ($r$)
defined, 6
scheduling and, 22
ReleaseParameters, 151–159
AEH, 89, 241
AperiodicParameters class, 156–158
AsyncEventHandler and, 89
basics, 151–153
future of RTSJ and, 93
PeriodicParameters object, 154–156
sporadic and aperiodic tasks, 153–154
SporadicParameters class, 158–159
re-mark phase (GC), 56
re-marking stage of marking, 64
Remembered Set (RS) maintenance, 62–63
RequestProcessor.processRequest, 184
Requirements for Real-Time Extensions for the Java Platform, 79
reserved memory, 73–74
resource locking, 20, 204
resources
quotas, RT-POSIX and, 35
scheduling and, 19–21
sharing (RTSJ), 82, 87–88
resources, sharing (Java RTS synchronization), 203–209
priority inheritance, 208–209
priority inversion control, 205–207
synchronization blocks rules, 203–204
restricted task migration, defined, 25
$r$ (release time), defined, 6
RM schedulers, 30
root objects, defined (GC), 43
RS maintenance, 62–63
RTGC
real-time garbage collection. See GC algorithms
real-time garbage collector. See real-time garbage collector (RTGC)
RTGC and determinism (Java RTS), 111–118
auto-tuning options, 116–118
boosted mode, tuning, 114–116
deterministic mode, 118
expert-level tuning, 116
normal mode, tuning, 112–114
tuning basics, 111–112
RTGC policies, 306–313
full-time, 306–307
isolated, 313
segregated, 307–308
time-based, 308–312
RTGC theory, 290–302
basics, 290–291
concurrent marking. See concurrent marking
concurrent sweeping, 300–302
concurrent zeroing, 302
tri-color object marking, 291
RTGCBsedPriority, 114–115
RTGCBoostedWorkers, 115
RTGCNormalPriority, 112, 116
RTGCNormalWorkers, 113
rt-linux package, 100–102
RT-POSIX 1003.1b, 33–35
RT-POSIX operating system extensions, 33–34
RTSJ. See Real-Time Specification for Java (RTSJ)
RTSJHighRes-TimerThreadPriority, 260
RTSJMaxPriority value, 260
rules
governing ATC operation, 271
memory access rules, 190–191
single parent rule, 193, 194–196
synchronization blocks rules, 203–204
run method, 328, 329–330, 334–335
Runnable, Providing (code listing), 256–257
Runnable class
implementation of, 183–184
using as handler, 247–248
Runnable interface
RTT, 165–166
ScopedMemory and, 187–188
S
safepoints, GC and, 60–61
SATB (snapshot at the beginning) technique, 294–297
saturation
defined, 118
ImportanceParameters and, 150
scheduled interrupts
handling, RT-POSIX and, 34
Linux and, 101
Scheduleable objects (Java RTS), 146–159
basics, 146–147
PriorityScheduler object, 147–148
ReleaseParameters class.
See ReleaseParameters
SchedulingParameters class, 148–151
Scheduleable objects, terminating safely
(code listing), 285–286
Scheduleable: Realtime Thread (RTT), 83, 147
schedulables, probes for, 373, 375–376
schedulers, RT-POSIX and, 34
scheduling
priority-based vs. time share, 150
real-time. See real-time scheduling
RTSJ, 83
threads (RTSJ), 82
SchedulingParameters
AEH and, 89, 241
basics, 148–151
scope stack
basics, 193
single parent rule and, 195
scoped memory
basics, 191–194
memory access rules and, 191
RTJS, 85–86
Scoped Memory AEH (code listing), 257–258
Scoped Memory, Using (code listings), 187, 257
single parent rule, 194–196
usage patterns, 196–201
scoped run-loop patterns, 196–197
ScopedMemory
inner classes and, 188–189
Runnables and, 187–188
using, 187
using NoHeapHelper with, 176
scripts
custom, 364
recording, 353–354
segregated RTGC policy, 307–308
sell limit orders, defined, 318
sell stop orders, defined, 318
semantics for RT thread classes, 169–170
serial collectors (Hotspot), 52–53
setArrivalTimeQueueOverflowBehavior(), 157
SETF schedulers, 29
setInitialArrivalTimeQueueLength(), 157
Shortest-Execution-Time-First Scheduler (SETF), 29
$s_i$ (start time)
  - defined, 6
  - scheduling and, 22
simulated data feed (trading system component), 319
single parent rule, scopes and, 193, 194–196
slack time, defined, 23
slide factors, defined, 117
sliding, defined, 117
sliding-compact phase (GC), 53
snapshot at the beginning (SATB) technique, 294–297
soft real-time, 10–11
Solaris
  - installing Java RTS on, 102–106
  - processor sets, 120–122
  - real-time and, 98–100
  - Solaris 10 and Java RTS, 95, 97, 98–100
task migration and, 25
spin-locks, removal of (Linux), 101
splitting
  - array splitting, 305
  - object splitting, 304–305
sporadic servers, 26, 153–154
sporadic tasks, 25–26
sporadic threads, 33–34
SporadicParameters class, 158–159
srecord recording script, 354, 364
start method (NHRT), 167
start time ($s$)
  - defined, 6
  - scheduling and, 22
startup memory threshold, 111, 291
static IMArea class (code listing), 337
static initializer code block (code listing), 337–338
static scheduling, 24–25
statistics, interpreting (RTGC), 130–132
SteadMode class, 126
Stock class object, 242
stock market. See equities trading system
stop method, ATT and, 285
stop orders, 318
stop-loss buy orders, 330
stop-loss sell orders, 330
stop-the-world
  - concurrent GC and, 44
  - stop-the-world collection, defined, 52
summary phase (GC), 54–55
Sun. See also Hotspot; Java; Solaris
  - SUNWrtjc.zip file, 103–104
TSV. See Thread Scheduling Visualizer (TSV) tool
Sun Java Real-Time System DTrace Provider document, 375
SUSE Linux Enterprise Real-Time 10, 97
sweep phase
  - concurrent sweeping, 300–301
  - of GC, 53
sweeping (GC), 44
symbols, PrintCompilation and, 128–129
synchronization
  - defined, RT thread class, 159
  - RT-POSIX and, 35
  - RTSJ, 79
synchronization (Java RTS), 203–221
resource sharing. See resources, sharing (Java RTS synchronization)
synchronized keyword, 203
wait-free thread communication and. See wait-free thread communication
synchronous IO, 34
syntax, RTSJ and, 78
system overload. See overload conditions

T
tarballs, Linux installation and, 106
tardiness, defined, 23
tasks
  - $C_i = f_i - r$ (task completion time), 7
  - defined, 13
execution cost functions, 26–27
  - periodic, aperiodic and sporadic, 25–26
  - in RTS, 6–7
synchronization, 21
task completion value, 13–15
task migration, scheduling and, 25
TempGauge class, 165
INDEX

thread priorities
  colors and, 367
high-priority threads (GC), 74–75
Java RTS, 110–111. See also RTGC and determinism (Java RTS)
lack of strict, in Java SE, 39–40
low-priority threads (GC), 75
Scheduled probes and changes in, 375–376
splitting TSV log files using, 360–361
zooming and, 368–371
Thread Scheduling Visualizer (TSV) tool, 353–373
application events, recording, 361–365
basics, 347, 353–354
TSV drecord DTrace script (code listing), 362–363
TSV log file format, 354–357
TSV log files, working with, 357–361
TSV viewer. See TSV viewer
thread timeline sections, 366
thread-local allocation buffers (TLABs)
  basics, 303–304
  GC, 65
  memory allocation and, 58–59
  threads. See also NoHeapRealtimeThreads (NHRT); RealtimeThread (RTT)
    class; RTGC and determinism (Java RTS); wait-free thread communication
basics, 159–160
blocking, 375–376
colors, and display of, 367
critical reserved memory and, 118–120
defined, 13
determinism and on Java RTS VM, 108–111
determinism and RTGC. See RTGC and determinism (Java RTS)
interrupted, 369–370
Linux and, 101
parallelization of GC threads, 65
probes for, 374, 378–380
processing, RTSJ version 1.1 and, 93
relationships, 79
safepoints and, 60
splitting TSV log files for specific, 361
thread scheduling (RTSJ), 82
thread-related RTGC command-line options, 137–138
throughput
  defined, 48
  vs. real time, 12–13
time. See also clocks and timers
  bounded, 5
delay in RTS, 5
  RTS and, xiv
  scheduling and, 6–7, 22–23
  splitting TSV log files using elapsed time, 360
timed operations, implementing, 280–284
timer operations, 226
time-based events, 258–267
  basics, 239, 258–259
  one-shot timers, 259–262
  periodic timers, 262–267
time-based GC, 68–69
time-based RTGC policy, 308–312
time-share, vs. priority-based scheduling, 150
timestamps, 224, 228–229, 354, 360
TLABs (thread-local allocation buffers)
  basics, 303–304
  GC, 65
  memory allocation and, 58–59
to space (Java objects), 49, 51
toSpace, heap spaces and, 70, 71, 72, 73
total completion time, \( t_c \) function, 27
tracing GC, 42–43
trade notification XML (code listing), 332
TradeObject method, creating (code listing), 344
trading engine, 319, 320–322, 333
trading system
  architecture, 319–320
  basics, 318
  implementation, 319–322
TradingSystem application, 319, 346
tri-color object marking, 44, 71, 291
TSV viewer
   basics, 365–367
   bookmarks, 367–368
   call stacks, 372–373
   user events, 371–372
   zooming in, 368–371

  tuning (RTGC)
   auto-tuning options, 116–118
   boosted mode, 114–116
   normal mode, 112–114
   tuning, G1, 65

turnstiles, priority inheritance and, 99–100

U
unbounded latency (Java SE), 38
user access, Java RTS on Solaris, 104–106
user events (TSV viewer), 371–372
user privileges, Java RTS on Solaris, 104–106

V
values
   end-of-list value (not null), 294
   minimum interarrival time values and, 158–159
   MIT value, 158
   RTSJMaxPriority value, 260
   task completion value, 13–15
virtual machines
   Java RTS vs. Java VM, 97
   Java SE, 37–38
VM activities, probes for, 374, 388–389
VM interpreter, command-line options and (RTGC), 139–142

VMemory scoped memory region, 193
VPhysicalMemory class, 87, 91, 202
VPhysicalMemory scoped memory region, 193

W
wait queues, synchronization blocks rules and, 203–204
waitForData, 218–220
waitForNextPeriod(), 177–179
waitForNextRelease, 93
waitForObject, 230, 233, 234, 235

wait-free queue classes
   creation of queues, 342
   Java RTS no-heap version of equities trading system and, 337
   no-heap threads and, 88
   wait-free thread communication
   WaitFreeReadQueue class, 209, 214–221
   WaitFreeWriteQueue class, 209, 210–213

websites for downloading
   Glassfish, 346
   Sun Java Real-Time System DTrace Provider document, 375

websites for further information
   Java RTS updates, xviii
   JSR 282, 94
   RTSJ, 77
weighted round-robin schedulers, 29
white in tri-color object marking, 291, 292
wizards, Java Platform Manager wizard, 348
WORA, RTSJ and, 78
words, RTGC and, 293
work competition, GC threads and, 65
work stealing
   defined, 301
   GC threads and, 65
work-based GC, 66–68
write barriers, 290, 291, 295–296, 303
write-once-run-anywhere (WORA), RTSJ and, 78

X
   -xx:, 134, 136, 137, 139, 141

Y
young generation
   concurrent mark-sweep collectors and, 55
   Java objects, 49, 50–51, 52
   parallel scavenging collector and, 53
   parallel-compacting collectors and, 54, 55

Z
zeroing phase, 302
zooming, elapsed time scale and (TSV viewer), 368–369