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Praise for The Art of Scalability, Second Edition

“A how-to manual for building a world-class engineering organization with step-by-
step instructions on everything including leadership, architecture, operations, and 
processes. A driver’s manual for going from 0 to 60, scaling your business. With this 
book published, there’s no excuse for mistakes—in other words, RTFM.”

—Lon F. Binder, vice president, technology, Warby Parker

“I’ve worked with AKF for years on tough technical challenges. Many books address 
how to correct failing product architectures or problematic processes, both of which 
are symptoms of an unspoken problem. This book not only covers those symptoms, 
but also addresses their underlying cause—the way in which we manage, lead, orga-
nize, and staff our teams.” 

— Jeremy King, chief technology officer and senior vice president, 
global  ecommerce, Walmart.com

“I love this book because it teaches an important lesson most technology-focused 
books don’t: how to build highly scalable and successful technology organizations 
that build highly scalable technology solutions. There’s plenty of great technology 
coaching in this book, but there are also excellent examples of how to build scalable 
culture, principles, processes, and decision trees. This book remains one of my few 
constant go-to reference guides.” 

—Chris Schremser, chief technology officer, ZirMed



Praise for the First Edition

“This book is much more than you may think it is. Scale is not just about designing 
Web sites that don’t crash when lots of users show up. It is about designing your 
company so that it doesn’t crash when your business needs to grow. These guys have 
been there on the front lines of some of the most successful Internet companies of 
our time, and they share the good, the bad, and the ugly about how to not just sur-
vive, but thrive.”

—Marty Cagan, founder, Silicon Valley Product Group

“A must read for anyone building a Web service for the mass market.”

—Dana Stalder, general partner, Matrix Partners

“Abbott and Fisher have deep experiences with scale in both large and small enter-
prises. What’s unique about their approach to scalability is they start by focusing on 
the true foundation: people and process, without which true scalability cannot be 
built. Abbott and Fisher leverage their years of experience in a very accessible and 
practical approach to scalability that has been proven over time with their signifi-
cant success.”

—Geoffrey Weber, vice president of internet operations/IT, Shutterfly

“If I wanted the best diagnoses for my health I would go to the Mayo Clinic. If I 
wanted the best diagnoses for my portfolio companies’ performance and scalability 
I would call Martin and Michael. They have recommended solutions to performance 
and scalability issues that have saved some of my companies from a total rewrite of 
the system.”

—Warren M. Weiss, general partner, Foundation Capital

“As a manager who worked under Michael Fisher and Marty Abbott during my 
time at PayPal/eBay, the opportunity to directly absorb the lessons and experiences 
presented in this book are invaluable to me now working at Facebook.”

—Yishan Wong, former CEO, Reddit, and former director of engineering, Facebook

“The Art of Scalability is by far the best book on scalability on the market today. 
The authors tackle the issues of scalability from processes, to people, to perfor-
mance, to the highly technical. Whether your organization is just starting out and is 
defining processes as you go, or you are a mature organization, this is the ideal book 



to help you deal with scalability issues before, during, or after an incident. Having 
built several projects, programs, and companies from small to significant scale, I can 
honestly say I wish I had this book one, five, and ten years ago.”

—Jeremy Wright, chief executive officer, b5media, Inc.

“Only a handful of people in the world have experienced the kind of growth-related 
challenges that Fisher and Abbott have seen at eBay, PayPal, and the other compa-
nies they’ve helped to build. Fewer still have successfully overcome such challenges. 
The Art of Scalability provides a great summary of lessons learned while scaling 
two of the largest internet companies in the history of the space, and it’s a must-read 
for any executive at a hyper-growth company. What’s more, it’s well-written and 
highly entertaining. I couldn’t put it down.”

—Kevin Fortuna, partner, AKF Consulting

“Marty and Mike’s book covers all the bases, from understanding how to build a 
scalable organization to the processes and technology necessary to run a highly scal-
able architecture. They have packed in a ton of great practical solutions from real 
world experiences. This book is a must-read for anyone having difficulty managing 
the scale of a hyper-growth company or a startup hoping to achieve hyper growth.”

—Tom Keeven, partner, AKF Consulting

“The Art of Scalability is remarkable in its wealth of information and clarity; the 
authors provide novel, practical, and demystifying approaches to identify, predict, 
and resolve scalability problems before they surface. Marty Abbott and Michael 
Fisher use their rich experience and vision, providing unique and groundbreaking 
tools to assist small and hyper-growth organizations as they maneuver in today’s 
demanding technological environments.”

—Joseph M. Potenza, attorney, Banner & Witcoff, Ltd.
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Foreword

Perhaps your company began as a brick-and-mortar retailer, or an airline, or a 
financial services company.

A retailer creates (or buys) technology to coordinate and manage inventory, dis-
tribution, billing, and point of sale systems. An airline creates technology to manage 
the logistics involved in flights, crews, reservations, payment, and fleet maintenance. 
A financial services company creates technology to manage its customers’ assets and 
investments.

But over the past several years, almost all of these companies, as well as their 
counterparts in nearly every other industry, have realized that to remain compet-
itive, they need to take their use of technology to an entirely different level—they 
now need to engage directly with their customers.

Every industry is being reshaped by technology. If they hope to maintain their 
place as competitive, viable enterprises, companies have no choice but to embrace 
technology, often in ways that go well beyond their comfort zone.

For example, most retailers now find they need to sell their goods directly to 
consumers online. Most airlines are trying very hard to entice their customers to 
purchase their air travel online directly through the airline’s site. And nearly all 
financial services companies work to enable their customers to manage assets and 
trade directly via their real-time financial sites.

Unfortunately, many of these companies are trying to manage this new customer-
facing and customer-enabling technology in the same way they manage their internal 
technology. The result is that many of these companies have very broken technology 
and provide terrible customer experiences. Even worse, they don’t have the organiza-
tion, people, or processes in place to improve them.

What companies worldwide are discovering is that there is a very profound dif-
ference between utilizing technology to help run your company, and leveraging tech-
nology to provide your actual products and services directly for your customers. It 
also explains why “technology transformation” initiatives are popping up at so 
many companies.

This book is all about this necessary transformation. Such a transformation rep-
resents a shift in organization, people, process, and especially culture, and scalabil-
ity is at the center of this transformation. 

• Scaling from hundreds of your employees using your technology, to millions of 
your customers depending on your technology
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• Scaling from a small IT cost-center team serving their colleagues in finance 
and marketing, to a substantial profit-center technology team serving your 
customers

• More generally, scaling your people, processes, and technology to meet the 
demands of a modern technology-powered business

But why is technology for your customers so different and so much more difficult 
to manage than technology for your employees? Several reasons:

• You pay your employees to work at your company and use the technology you 
tell them they need to use. In contrast, every customer makes his or her own 
purchase decision—and if she doesn’t want it, she won’t use it. Your customers 
must choose to use your technology.

• With your own employees, you can get away with requiring training courses, 
reading manuals, or holding their hands if necessary. In contrast, if your cus-
tomers can’t figure out how to use your technology, they are just a click away 
from your competitor. 

• For internal technology, we measure scale and simultaneous usage in the 
 hundreds of users. For our customers, that scope increases to hundreds of thou-
sands or very often millions of users. 

• With internal technology, if a problem arises with the technology, the users are 
your employees and they are forced to deal with it. For your customers, an issue 
such as an outage immediately disrupts revenue streams, usually gets the atten-
tion of the CEO, and sometimes even draws the notice of the press.

• The harsh truth is that most customer technology simply has a dramatically 
higher bar set in terms of the definition, design, implementation, testing, 
deployment, and support than is necessary with most internal technology. 

For most companies, establishing a true customer technology competency is 
the single most important thing for them to be doing to ensure their survival, yet 
remarkably some of them don’t even realize they have a problem. They assume that 
“technology is technology” and the same people who managed their enterprise 
resource planning implementation shouldn’t have too much trouble getting some-
thing going online.

If your company is in need of this transformation, then this book is essential read-
ing. It provides a proven blueprint for the necessary change.

Marty and Michael have been there and done that with most of the technology 
industry’s leading companies. I have known and worked with both of these guys 
for many years. They are not management consultants who could barely launch a 



 Foreword xxv

brochure site. They are hands-on leaders who have spent decades in the trenches 
with their teams creating technology-powered businesses serving hundreds of mil-
lions of users and customers. They are the best in the world at what they do, and this 
new edition is a goldmine of information for any technology organization working 
to raise its game.

—Marty Cagan
Founder, Silicon Valley Product Group
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Introduction

Thanks for picking up the second edition of The Art of Scalability: Scalable Web 
Architecture, Processes, and Organizations for the Modern Enterprise. This book 
has been recognized by academics and professionals as one of the best resources 
available to learn the art of scaling systems and organizations. This second edition 
includes new content, revisions, and updates. As consultants and advisors to hun-
dreds of hyper-growth companies, we have been fortunate enough to be on the fore-
front of many industry changes, including new technologies and new approaches to 
implementing products. While we hope our clients see value in our knowledge and 
experience, we are not ignorant of the fact that a large part of the value we bring 
to bear on a subject comes from our interactions with so many other technology 
companies. In this edition, we share even more of these lessons learned from our 
consulting practice. 

In this second edition, we have added several key topics that we believe are critical 
to address in a book on scalability. One of the most important new topics focuses 
on a new organizational structure that we refer to as the Agile Organization. Other 
notable topics include the changing rationale for moving from data centers to clouds 
(IaaS/PaaS), why NoSQL solutions aren’t in and of themselves a panacea for scaling, 
and the importance of business metrics to the health of the overall system. 

In the first edition of The Art of Scalability, we used a fictional company called 
AllScale to demonstrate many of the concepts. This fictional company was an aggre-
gation of many of our clients and the challenges they faced in the real world. While 
AllScale provided value in highlighting the key points in the first edition, we believe 
that real stories make more of an impact with readers. As such, we’ve replaced  AllScale 
with real-world stories of successes and failures in the current edition. 

The information contained in this book has been carefully designed to be appro-
priate for any employee, manager, or executive of an organization or company that 
provides technology solutions. For the nontechnical executive or product manager, 
this book can help you prevent scalability disasters by arming you with the tools 
needed to ask the right questions and focus on the right areas. For technologists and 
engineers, this book provides models and approaches that, once employed, will help 
you scale your products, processes, and organizations.

Our experience with scalability goes beyond academic study and research. 
Although we are both formally trained as engineers, we don’t believe academic 
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programs teach scalability very well. Rather, we have learned about scalability by 
suffering through the challenges of scaling systems for a combined 30-plus years. We 
have been engineers, managers, executives, and advisors for startups as well as For-
tune 500 companies. The list of companies that our firm or we as individuals have 
worked with includes such familiar names as General Electric, Motorola, Gateway, 
eBay, Intuit, Salesforce, Apple, Dell, Walmart, Visa, ServiceNow, DreamWorks 
 Animation, LinkedIn, Carbonite, Shutterfly, and PayPal. The list also includes hun-
dreds of less famous startups that need to be able to scale as they grow. Having 
learned the scalability lessons through thousands of hours spent diagnosing prob-
lems and thousands more hours spent designing preventions for those problems, 
we want to share our combined knowledge. This motivation was the driving force 
behind our decisions to start our consulting practice, AKF Partners, in 2007, and to 
write the first edition of this book, and it remains our preeminent goal in this second 
edition. 

Scalability: So Much More Than Just Technology 
Pilots are taught, and statistics show, that many aircraft incidents are the result of 
multiple failures that snowball into total system failure and catastrophe. In avia-
tion, these multiple failures, which are called an error chain, often start with human 
rather than mechanical failure. In fact, Boeing identified that 55% of all aircraft 
incidents involving Boeing aircraft between 1995 and 2005 had human factors–
related causes.1 

Our experience with scalability-related issues follows a similar trend. The chief 
technology officer (CTO) or executive responsible for scale of a technology platform 
may see scalability as purely a technical endeavor. This perception is the first, and 
very human, failure in the error chain. Because the CTO is overly technology focused, 
she fails to define the processes necessary to identify scalability  bottlenecks—failure 
number two. Because no one is identifying bottlenecks or chokepoints in the archi-
tecture, the user count or transaction volume exceeds a certain threshold and the 
entire product fails—failure number three. The team assembles to solve the prob-
lem, but because it has never invested in processes to troubleshoot incidents and 
their related problems, the team misdiagnoses the failure as “the database needs 
to be tuned”—failure number four. The vicious cycle goes on for days, with people 
focusing on different pieces of the technology stack and blaming everything from 
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firewalls, to applications, to the persistence tiers to which the apps speak. Team 
interactions devolve into shouting matches and finger-pointing sessions, while ser-
vices remain slow and unresponsive. Customers walk away, team morale flat-lines, 
and shareholders are left holding the bag. 

The key point here is that crises resulting from an inability to scale to end-user 
demands are almost never technology problems alone. In our experience as former 
executives and advisors to our clients, scalability issues start with organizations and 
people, and only then spread to process and technology. People, being human, make 
ill-informed or poor choices regarding technical implementations, which in turn 
sometimes manifest themselves as a failure of a technology platform to scale. Peo-
ple also ignore the development of processes that might help them learn from past 
mistakes and sometimes put overly burdensome processes in place, which in turn 
might force the organization to make poor decisions or make decisions too late to 
be effective. A lack of attention to the people and processes that create and support 
technical decision making can lead to a vicious cycle of bad technical decisions, as 
depicted in the left side of Figure I.1. This book is the first of its kind focused on cre-
ating a virtuous cycle of people and process scalability to support better, faster, and 
more scalable technology decisions, as depicted in the right side of Figure I.1. 

Bad People & Process Interaction = Poor Technology
Vicious Cycle

Good People & Process Interaction = Great Technology
Virtuous Cycle
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Figure I.1 Vicious and Virtuous Technology Cycles Utility
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Art Versus Science 
Our choice of the word art in the title of this book is a deliberate one. Art conjures up 
images of a fluid nature, whereas science seems much more structured and static. It 
is this image that we heavily rely on, as our experience has taught us that there is no 
single approach or way to guarantee an appropriate level of scale within a platform, 
organization, or process. A successful approach to scaling must be crafted around the 
ecosystem created by the intersection of the current technology platform, the char-
acteristics of the organization, and the maturity and appropriateness of the existing 
processes. This book focuses on providing skills and teaching approaches that, if 
employed properly, will help solve nearly any scalability or availability problem.

This is not to say that we don’t advocate the application of the scientific method 
in nearly any approach, because we absolutely do. Art here is a nod to the notion 
that you simply cannot take a “one size fits all” approach to any potential system 
and expect to meet with success. 

Who Needs Scalability? 
Any company that continues to grow ultimately will need to figure out how to scale 
its systems, organizations, and processes. Although we focus on Web-centric prod-
ucts through much of this book, we do so only because the most unprecedented 
growth has been experienced by Internet companies such as Google, Yahoo, eBay, 
Amazon, Facebook, LinkedIn, and the like. Nevertheless, many other companies 
experienced problems resulting from an inability to scale to new demands (a lack 
of scalability) long before the Internet came of age. Scale issues have governed the 
growth of companies from airlines and defense contractors to banks and colocation 
facility (data center) providers. We guarantee that scalability was on the mind of 
every bank manager during the consolidation that occurred after the collapse of the 
banking industry. 

The models and approaches that we present in our book are industry agnostic. 
They have been developed, tested, and proven successful in some of the fastest- 
growing companies of our time; they work not only in front-end customer-facing 
transaction-processing systems, but also in back-end business intelligence, enterprise 
resource planning, and customer relationship management systems. They don’t dis-
criminate by activity, but rather help to guide the thought process on how to sepa-
rate systems, organizations, and processes to meet the objective of becoming highly 
scalable and reaching a level of scale that allows the business to operate without 
concerns about its ability to meet customer or end-user demands. 
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Book Organization and Structure 
We’ve divided the book into five parts. Part I, “Staffing a Scalable Organization,” 
focuses on organization, management, and leadership. Far too often, managers and 
leaders are promoted based on their talents within their area of expertise. Engineering 
leaders and managers, for example, are very often promoted based on their techni-
cal acumen and aren’t given the time or resources needed to develop their business, 
management, and leadership acumen. Although they might perform well in the archi-
tectural and technical aspects of scale, their expertise in organizational scale needs is 
often shallow or nonexistent. Our intent is to provide these managers and leaders with 
a foundation from which they can grow and prosper as managers and leaders. 

Part II, “Building Processes for Scale,” focuses on the processes that help hyper-
growth companies scale their technical platforms. We cover topics ranging from 
technical issue resolution to crisis management. We also discuss processes meant 
for governing architectural decisions and principles to help companies scale their 
platforms. 

Part III, “Architecting Scalable Solutions,” focuses on the technical and archi-
tectural aspects of scale. We introduce proprietary models developed within AKF 
Partners, our consulting and advisory practice. These models are intended to help 
organizations think through their scalability needs and alternatives. 

Part IV, “Solving Other Issues and Challenges,” discusses emerging technologies 
such as grid computing and cloud computing. We also address some unique prob-
lems within hyper-growth companies such as the immense growth and cost of data 
as well as issues to consider when planning data centers and evolving monitoring 
strategies to be closer to customers. 

Part V, “Appendices,” explains how to calculate some of the most common scal-
ability numbers. Its coverage includes the calculation of availability, capacity plan-
ning, and load and performance.

The lessons in this book have not been designed in the laboratory, nor are they 
based on unapplied theory. Rather, these lessons have been designed and imple-
mented by engineers, technology leaders, and organizations through years of strug-
gling to keep their dreams, businesses, and systems afloat. The authors have had the 
great fortune to be a small part of many of these teams in many different roles—
sometimes as active participants, at other times as observers. We have seen how 
putting these lessons into practice has yielded success—and how the unwillingness 
or inability to do so has led to failure. This book aims to teach you these lessons 
and put you and your team on the road to success. We believe the lessons here are 
valuable for everyone from engineering staffs to product staffs, including every level 
from the individual contributor to the CEO. 
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interviewing new members, 108, 116
IT model for customer product, 122–124
leader’s empowering of, 82–83
maintaining standards across, 243–246, 

248
management and path to success, 

115–116, 117, 118
organization of Agile, 61
ownership of principles by, 213–214
quality assurance, 33

recognizing badly fitted processes, 
139–140, 141, 142

relationships with management, 
119–122, 128

roles in, 21–24, 35–39
scaling cross-functional designs, 

226–227
seeding performance of, 107, 110, 117
selecting architectural principles, 

212–213
sense of empowerment for, 64–65
sharing goals, 22–23
size and productivity of, 15
skill sets of, 34–35, 478
Spotify’s, 68–69, 244–245
structure of, 14
system architects, 30–31
team manager role, 166–167
tool for defining roles, 35–39
Two-Pizza Team rule, 16–17
upgrading, 107–111
weeding individuals from, 109–110, 117
Wooga cross-functional, 245–246
working with limited resources, 

242–243, 247
Technology. See also CTOs

calculating hardware uptime, 540–541
missing skill sets in, 34–35
vicious and virtuous cycles in, 3, 532

Technology-agnostic architecture (TAA), 
318–319, 323–325

Technology-agnostic design (TAD)
about TAA and, 318–319
availability and, 323, 326
build vs. buy decisions and, 323, 325
costs of, 319–320, 326
risks and, 320, 326
rules for, 323–325
supporting scalability with, 321–323, 

326
Terminating employees, 109–110
Testing. See Performance testing; Stress 

testing
Theory of innovation model, 66
Thin slicing, 262
Thousands of lines of code (KLOC), 

113–114
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Thrashing, 203–204
Threads

initiating new, 413, 423
swapping synchronously, 414
thread join synchronization, 412

360-degree review process, 77, 96
Tiered storage solutions, 432–433, 444
Time

summarizing headroom, 202–203
time to market and fault isolation, 

334–335
Tradeoffs

assessing feature, 230, 234, 235
factors in project triangle, 303–306, 313
fast or right checklist, 310–311
risks and rules for, 311, 313
weighing risks in fast or right, 307–311

Traffic light risk assessment, 263–264, 268, 
271

Transactions
implementing eBay database splits for, 

388–389
reducing time with y-axis database 

splits, 382
x-axis splits for growth in, 371
z-axis database splits for scaling growth 

of, 383–385
Transformational leadership, 84, 96
Transforming data, 433–434
Tribes, 69, 245
TurboTax, 99, 100, 492
Twitter Fail Whale, 197
“Two-Pizza” Rule, 16–17, 44

U
UNICORE (UNiform Interface to 

COmputing REsources), 448
Unit testing, 293
Unprofitable customers, 431
Upgrading teams, 107–111
U.S. Constitution

goals within, 89–90
mission outlined in, 88
vision of Preamble, 86

U.S. Declaration of Independence, 86
U.S. Pledge of Allegiance, 85–86

User sessions
approaches to scaling in, 420–422, 424
avoidance in, 420–421, 422
centralization in, 421, 422
decentralization in, 421, 422
stateful applications and, 420

Utilization plotted against own/lease/rent 
options, 518–519

V
Validating changes, 189–190, 194
Venn diagrams, 212–213
Vicious/virtuous technology cycles, 3, 532
Virtualization for cloud computing, 

466–467
Vision, 96
Vision statements

applying to scalability solutions, 92
developing, 84–87, 96–97
managing teams toward, 103–104

Von Moltke, Helmut, 104

W
War rooms, 169–170, 175
Waterfall development models, 295–296
Web Operations (Allspaw), 159
Web pages, 405, 408
Web servers, 548–549, 551
Web site availability, 539, 540–541
Who (Smart), 108
Wilson, Mike, 389
Wooga, 244, 245–246

X
X-axis

AKF Application Scale Cube, 357–358, 
359, 361, 365–367, 371–372

AKF Database Scale Cube, 376–381, 
386, 387, 393

AKF Scale Cube, 344–346, 351, 352, 354
cloud environment and Scale Cube, 

485–486, 493, 494
when to use database splits, 393, 394

XaaS (Everything as a Service), 461, 462, 483
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AKF Application Scale Cube, 357–358, 
359, 361–362, 365–367, 371, 
372–373

AKF Database Scale Cube, 381–383, 
386, 387, 388, 393–394

AKF Scale Cube, 346–348, 351, 352, 354
cloud environment and Scale Cube, 

486–487, 494
scalability and Big Data splits, 438–440, 

445
when to use database splits, 393, 394

Yavonditte, Mike, 91

Z
Z-axis

AKF Application Scale Cube, 357–358, 
359, 361–362, 363–364, 365–367, 
371–373

AKF Database Scale Cube, 383–386, 
387, 388, 394

AKF Scale Cube, 349–350, 351, 352, 
354

cloud environment and Scale Cube, 
486–487, 494

scalability and Big Data splits, 438–440, 
445

when to use database splits, 393, 394
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