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opaque type, definition, 314
OpenMP (OMP), 13
   API, 223
      barrier construct, 228
      clusters, 15
      comparison with Java, 303
      constructs, 257
      core concepts, 254–257
      critical construct, 268
      data environment clauses, 262–265
      directive formats, in Fortran, 257–259
   definition, 314–315
   DO construct, in Fortran, 261
   fences, 222–225
   firstprivate clause, 264
   flush construct, 223
   for construct, in C and C++, 261
   implementations, 76
   implicit barrier, 229, 261
   lastprivate clause, 264
   lock, 269
   message passing, 239–245
   MPI emulation, 239
   mutual exclusion, 267
   NUMA, 239
   pairwise synchronization, 181
   parallel construct, 255
   parallel for construct, 76
   private clause, 87
   pragma format, C and C++, 258
   process creation/destruction, 221
   reduction clause, 246
   runtime library, 265–266
   schedule clause, 270–272
   sections construct, 262
   single construct, 262
   specifications, 253
   structured block, 255
   synchronization, 266–270
   syntax, 265
   task queue, 319
   thread creation/destruction, 218
   worksharing constructs, 259–262
operating systems
   concurrency (see parallel programs vs operating system concurrency)
   overhead, 53
   optimistic event ordering, 118
   optimizations, 77
   OPUS system, 110
   OR parallelism, definition, 315
Order Tasks pattern, 25–26, 42–44
   context, 42–43
   examples, 44
   in other patterns, 45, 47, 48, 49, 55
   problem, 42
   solution, 43
ordering constraints, 43
organizing principle, 60
   by data decomposition, 61
organizing principle (cont.)
  linear, 61
  recursive, 61
by flow of data, 62
  irregular, dynamic, 62
  regular, static, 62
by tasks, 61
  linear, 61
  recursive, 61
orphan processes, 277
overhead, parallel, 4, 19–21
overlapping communication and computation, 22
owner-computes filter, 138

P
page-placement algorithm. See also Nonuniform Memory Access
  first touch, 164
pairwise synchronization, in OpenMP. See OpenMP.
parallel algorithm. See also scalable algorithm
  constraints, 59
  description, 73
  design, 2, 20, 25, 29
  development, 50
  effectiveness, 4, 36
  organizing principle, 35
parallel architectures, 8–12. See also Flynn’s taxonomy
parallel computation, quantitative analysis, 18–21
parallel computers, 1
  processing elements (PEs), 17
parallel computing, 3, 13, 16–18
parallel construct, in OpenMP, 255
parallel divide-and-conquer matrix multiplication, 171. See also matrix multiplication
parallel DO construct, in OpenMP, 261
parallel file system, definition, 315
parallel for construct, in OpenMP, 255
parallel I/O, 15
parallel language definition. See
  explicitly parallel language;
  implicitly parallel language
parallel linear algebra library. See ScaLAPACK
parallel loop, 57
parallel Mandelbrot set generation, 149. See also Mandelbrot set
parallel matrix multiplication, 97. See also matrix multiplication
parallel mergesort, algorithm, 169. See also mergesort
parallel overhead, 315
parallel pipeline, 111
parallel program performance, 18–22
parallel programming, 3–4
  background, 7
  challenges, 3
  environments, 2, 12–16
  pattern languages, usage, 4–5
  support, 15
parallel programs vs operating system concurrency, 7–8
parallel region, in OpenMP, 76, 168, 169, 253
Parallel Telemetry Processor (PTEP), 73
Parallel Virtual Machine (PVM)
  capability, 220
  definition, 316
  programs, 129
parallelism. See also AND parallelism;
  fine-grained parallelism;
  incremental parallelism;
  loop-based parallelism;
  OR parallelism
  definition, 315
  strategies, 246
Parlog, 14
parsing, Recursive Data pattern example, 101–102
Partitioned Global Address Space Model, 252
pattern language
  concept, 2
  usage, 3–4
Pattern Languages of Programs (PLoP), 4–5
patterns
  Chain of Responsibility, 113
  decomposition, using, 25
  dependency analysis, 25
  Facade, 116
  format, 4
  Pipes and Filters, 112
program structuring, 6, 69
representing data structures, 123
Visitor, 4
PE. See processing element
peer-to-peer computing, definition, 315
perfect linear speedup, 19
performance
analysis tools, 153
bottlenecks, elimination, 153, 175
goals, 8
problem, 183, 187
persistent communication, 286
PET. See Positron Emission Tomography
PETsc. See Portable Extensible Toolkit for Scientific Computing
pipeline. See also parallel pipeline algorithms, 40, 103
assembly-line analogy, 104
computation, 55
draining, 105
example, three-stage pipeline, 104
elements, data flow
(representation), 107–108
filling, 105
stages, 105
defining, 106–107
usage, 110–112
Pipeline pattern, 58, 60–62, 103–114
computation, structuring, 107
context, 103
examples, 109–112
forces, 104
in other patterns, 40, 55, 64, 115, 120, 125, 291
problem, 103
related patterns, 112–114
solution, 104–109
Pipes and Filters pattern, 112
pipes, in UNIX, 7
Pixar, 1
PLAPACK, 39, 211, 215
PLoP. See Pattern Languages of Programs
pointer jumping, 99
point-to-point message passing, 277–279, 284–288
poison pill, 145
pooled threads, 294
POOMA, 215
Portable Extensible Toolkit for Scientific Computing (PETsc), 215
Portable Operating System Interface (POSIX)
definition, 315
threads (Pthreads), 185
definition, 316
Positron Emission Tomography (PET), 26
POSIX. See Portable Operating System Interface
post Hartree Fock algorithms, 211
pragma. See OpenMP
precedence graph, definition, 315
preconfigured clusters, 12
prefix scan, Recursive Data pattern
example, 101
private clause, in OpenMP, 263
private variable, 263
problem solving environments, 211, 215
processes, 16
creation/destruction, 220–221 (see also Java; MPI; OpenMP)
definition, 315
ID, 122
lightweight (see threads)
migration, definition, 315
processing element (PE), 17, 31–32, 52
availability, 50–51
data structures, sharing, 51
definition, 316
tasks, mapping, 76–77
process group, in MPI, 274
process migration, 315
program structuring patterns, 122–123
program transformations
coalescing loops, 154
merging loops, 154
semantically neutral, 155
programming environment,
definition, 316
programming model, definition, 316
fork/join, 172
Prolog, 214
PSEs. See problem solving environments
PTEP. See Parallel Telemetry Processor
Pthreads. See Portable Operating Systems Interface
public resource computing, 2
PVM.  See Parallel Virtual Machine

Q
quadratic recurrence relation, 70
Quadrics Apemille, 8
quantum chemistry, 73, 141
queue.  See block-on-empty queue;
distributed queue;
non-blocking queue; shared
queue
quicksort, 77

R
race conditions, 17–18
definition, 316
radar, 111
ratio of computation to overhead, 52, 82
rank, in MPI, 128, 136, 282
ray-tracing algorithms, 66
read/write data, 154
read/write locks, 176–177
readers/writers, 176–177
concurrency-control protocol, 181
read-only shared data, 46
read-write shared data, 47
ready communication mode,
in MPI, 287
receive operation, 89
recurrence relations, 101, 103
recursion, 74
Recursive Data pattern, 58, 61–62, 97–102
context, 97
data decomposition, 100
examples, 101–102
forces, 99
in other patterns, 79, 97, 125, 127, 168
problem, 97–99
related patterns, 102
solution, 99–101
structure, 100
synchronization, 100
recursive data structures, 35, 62, 79, 97
recursive decomposition, 79
recursive doubling, 99, 250
recursive Gaussian Quadrature,
usage, 172
recursive parallel decomposition, 195
reduction, 13, 67.  See also tree-based
reduction
definition, 316
operators, 246
implementation, distributed
results, 247
performance, 249
recursive-doubling implementation
for associative operators, 250
serial implementation for
nonassociative operators,
248–249
tree-based implementation for
associative operators, 249–250
reduction clause, in OpenMP, 265
reentrant lock, 301
refactoring, 316–317.  See also
incremental parallelism
definition, 316–317
regular decomposition, 54
relative speedup, 19
remote procedure call (RPC)
definition, 317
renderfarm, 1
replicated data, 70
request handles, 284
ring of processors, 238
RMI, 242
round-off errors, 153, 156
row-based block decomposition, 36
RPC.  See remote procedure call
runtime library, in OpenMP, 232
runtime schedule, in OpenMP, 271
S
scalable algorithm, 124, 129, 134
Scalable Simulation Framework
(SSF), 119
ScaLAPACK, 39, 78, 97, 142, 206, 211
scaled speedup, 21
schedule clause, in OpenMP, 271
schedule(dynamic), 143, 151
schedule(guided), 271
schedule(static), 87
schedule(runtime), 271
scheduling
dynamic, 69, 271
overhead, 162, 271
static, 68
strategy, 311
scientific computing, 39, 97, 126, 198

Search for Extraterrestrial Intelligence (SETI)
- radio telescope data, 151
- SETI@home project, 2

sections
- construct, in OpenMP, 262
- semantically neutral transformations, 262
- semaphore. See also counting semaphore
definition, 317
send operations, 89
separable dependencies, 69
sequential algorithm, 73, 124
running time, 100
transformation, 135
sequential code reuse, 82–83
sequential divide-and-conquer algorithms, 73–74
sequential equivalence, 84
serial computation, 20, 248–249
serial fraction, 20, 307
definition, 317
serial reductions, 250
serialization, 242

SETI. See Search for Extraterrestrial Intelligence

shadow copies, 83
shape of chunks, in domain decomposition, 79
shared address space
definition, 317
environments, 45
shared data. See also read-only shared data; read-write shared data
- accumulation, 47
- ADT, 123
effectively local, 46–47
- identification, 46
management techniques, 174
- multiple-read/single-write, 47
read-only, 46
read/write, 47

Shared Data pattern, 122–123, 173–182
context, 173
examples, 179–181
forces, 174
in other patterns, 68, 77, 154, 183, 184, 187, 196, 231

problem, 173
related patterns, 182
solution, 174–178

shared memory, 10–11
- APIs, 232
- computers, 164
definition (see also virtual shared memory)
environment, 32, 37
MIMD computers, 211
models, 15
- multiprocessor computers, 149
node, 12, 13
support, 125
system, 31
shared-memory programming
- environments, 35
model, 87
advantages, 14
shared nothing, definition, 317
shared queue, 123. See also distributed queue operations, 175

Shared Data pattern example, 179

Shared Queue pattern, 122–123, 183–198
context, 183
examples, 194–196
forces, 183
in other patterns, 107, 117, 144, 147, 148, 151, 169, 173, 174, 179, 182, 301–304
problem, 183
related patterns, 196–197
solutions, 183

shell programs. See UNIX
shotgun algorithm, 2
signal processing, 103
applications, 60
SIMD. See Single Instruction Multiple Data

simplicity, 30
simulation. See discrete-event simulation

simultaneous multithreading (SMT)
definition, 318
usage, 162

single
- construct, in OpenMP, 87, 246, 262
Single Instruction Multiple Data (SIMD)
architecture, 319
definition, 318
platform, 100–101
Single Instruction Single Data (SISD), 8
Single Program Multiple Data (SPMD)
algorithms, 129
approach, 127
definition, 318
SPMD pattern, 122–123, 125, 126–143
context, 126–127
eamples, 129–142
forces, 127–128
in other patterns, 70, 71, 72, 85, 88, 95, 97, 107, 143, 149, 152, 157, 160, 162, 167, 172, 199, 211, 220, 223, 236, 238, 239, 276
problem, 126
related patterns, 142–143
solution, 128–129
single-assignment variable
definition, 318
single-thread semantics, 212
single-threaded programs, 155
SISAL, 215
SISD. See Single Instruction Single Data
SMP. See symmetric multiprocessor
SMT. See simultaneous multithreading
software caching, 177–178, 181
sorting algorithm, 77
Space Telescope Science Institute
(STSI), 110–111
Space-Time Adaptive Processing
(STAP), 111
spawn, 220
SPEC OMP2001 benchmark, 179, 181
SPEEDES. See Synchronous Parallel Environment for Emulation and Discrete-Event Simulations
speedup. See also fixed-time speedup;
perfect linear speedup;
relative speedup; scaled speedup
definition, 318
maximum, 307
spin lock, 241
SPMD. See Single Program Multiple Data
square chunk decomposition, 82
SSF. See Scalable Simulation Framework
standard communication mode, in MPI, 286
STAP. See Space-Time Adaptive Processing
Steele, Guy, 101
static schedule, 68–69, 271
status variable, in MPI, 278
stride, 95
definition, 318
structured blocks
in OpenMP, 218
directive formats, 257–259
STSI. See Space Telescope Science Institute
suitability for target platform, 32, 49–50, 52, 59, 60
supercomputers, usage, 12
supporting structures, 211
Supporting Structures design space, 5, 121
abstraction, clarity, 123–124
efficiency, 125
environmental affinity, 125
forces, 123–125
maintainability, 124
patterns, 125–126
scalability, 124
sequential equivalence, 125
surface-to-volume effect, 82
symmetric multiprocessor (SMP), 10, 13. See also tightly coupled symmetric multiprocessors
computers, 157
definition, 318
workstations, 316
cluster, 17
symmetric tridiagonal matrix, 78
synchronization. See also memory;
OpenMP
constructs (see high-level synchronization constructs)
definition, 319
fences, 222
mechanisms, 303–304
overhead, 53
requirement, 87
usage, 39, 221–237
synchronized blocks, in Java, 233–235, 297–299
associated object, 298
association, 298–299
deficiencies, 235–236, 301
placement, 299
specification, 297
synchronous, asynchronous (contrast), 17, 50
synchronous communication mode, in MPI, 286
Synchronous Parallel Environment for Emulation and Discrete-Event Simulation (SPEEDES), 119
systolic algorithm, 319
systolic array, 103
definition, 319

T
target platform. See also suitability for target platform
considerations, 63
number of PEs, 50
number of UEs, 59
target programming environments, 216
Task Decomposition pattern, 25, 27, 29–34
context, 29
elements, 31–32
forces, 30
in other patterns, 36, 37, 38, 39, 41, 42, 44, 47, 49, 51, 54, 63, 64, 134
problem, 29
solution, 30–31
task groups
asynchronous/synchronous interaction, 55
hierarchical, 55
temporal constraints, 39, 47, 49, 54, 56
usage, 44
task migration, 119
Task Parallelism pattern, 58, 60–61, 63, 64–73
collection idioms, 70
context, 64
dependencies, 66
elements, 70–73
forces, 65
in other patterns, 79, 80, 82, 97, 107, 109, 112, 114, 125, 126, 127, 136, 140, 143, 146, 149, 153, 154, 162, 167, 173, 174, 181, 182, 311, 319
problem, 64
program structure, 69–70
schedule, 68–69
solution, 65–70
tasks, 65–66
task queue, 70. See also double-ended task queue; master/worker algorithms
definition, 319
initialization, 147
OpenMP, 77, 169
task-based decomposition, 27, 29, 46
production, 32
usage, 34
task-local data, 45
sets, 46
task-parallel computations, sequential composition, 66
task-parallel problems, 69, 140, 162
tasks
collection, 42
constraints, 42–43
data sharing, 51
definition, 26, 319
distribution, 68
graph, 74
grouping, 39–42, 55
identifying, 36
mapping, 76–77 (see also processing element; unit of execution)
migration, 119
ordering constraints, 43
organization, 60, 63
regularity, 54
restructuring, 46
simultaneity, 124
synchronous/asynchronous interaction, 50, 55
TCGMSG, 73, 152
TCP/IP
socket, 242
support in Java (see Java)
temporal dependencies, 42
termination condition, 70
termination detection algorithms, 146
Thinking Machines, 8
Thread.currentThread, usage, 193
thread pools
thread-pool-based Fork/Join implementation (see Fork/Join pattern)
ThreadPoolExecutor class, usage, 148
threads, 16. See also master thread;
POSIX threads
creation (see Java; MPI; OpenMP)
definition, 319
destruction (see Java; MPI; OpenMP)
fork, 122, 150–151
IDs, 123, 157
finding, 133
referencing, 157
usage, 122 (see also SPMD pattern)
instances, 218
management, 76
team of threads 162, 168, 253
termination, 186 (see also child thread)
thread safety, 220
thread visible data, 241
three-stage pipeline, example, 109
throughput, 109
tightly coupled symmetric multiprocessors, 8
time-critical loops, 129
timeout, 300
time stamps, 118
time-stepping methodology, 133
time warp, 118
Titanium, 16, 252
Top 500 list, 127
top-level task, 77
Toy Story (1995), 1
tradeoff, total work for decrease in execution time, 99
transaction, 308
transpose algorithm, 53
Transputer, definition, 319
trapezoid rule for numerical integration, usage, 129, 159
tree-based reduction, 249
tridiagonal linear systems. See symmetric tridiagonal matrix
try-catch block, in Java, 302
tuple space. See also Linda
definition, 319
two-dimensional (2D) block distribution, 200
two-dimensional (2D) Fourier transform computations, 111–112
two-sided communication, 251
U
UE, See unit of execution
unit of execution (UE) 16. See also lightweight UE; processes; threads
assignment, 152
communication impact, 237–251
definition, 320
identifier, 128, 200, 207
management, 217–221
mapping, 200–201 (see also direct task/UE mapping; indirect task/UE mapping)
number
target architecture implications, 51, 59
tasks, mapping, 76–77
round robin assignment, 200
UNIX
context, 319
pipes, 7
shell programs, 7
Unified Parallel C (UPC), 252
util.concurrent package, in Java, 293, 294
V
variable scope in OpenMP. See
firstprivate; lastprivate; private
vector data, 9
vector processing, 103
vector processor, 8
vector supercomputer, definition, 320
virtual distributed shared memory systems, 12
virtual machines. See Java Virtual Machine; Parallel Virtual Machine
virtual shared memory, definition, 320
Visitor pattern, 4
Vlissides, John. See Gang of Four
volatile variable, in Java, 225
von Neumann model, 8, 12

W
wait and notify, 299–301
wait set, 299
war gaming exercises, 119
WESDYN molecular dynamics program, 34
whole genome shotgun algorithm, 2
WOMPAT. See Workshop on OpenMP Applications and Tools

WOMPEI. See Workshop on OpenMP Experiences and Implementations
work stealing, 69
worksharing constructs in OpenMP. See loop-level worksharing constructs; OpenMP
Workshop on OpenMP Applications and Tools (WOMPAT), 15, 166
Workshop on OpenMP Experiences and Implementations (WOMPEI), 166
workstation. See also multiprocessor workstations
cluster, 108
farm, definition, 320
networks, 52